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Abstract
The performance of Sparse Code Multiple Access (SCMA) communication system with Logarithmic Message Passing
Algorithm (log-MPA) decoder is introduced. To boost the performance, a Low-Density Parity-Check Code LDPC is used
together with Belief Propagation (BP) decoder. LDPC is chosen due to its sparsity property that complements the sparsity
nature of SCMA for maximum efficiency and minimum complexity. Three distinct SCMA configurations are used. These
are: A (4 x 4 x 6), B (4 x 16 x 6), and C (5 x 4 x 10) where the (K x M x V) are numbers of resources, codewords and
users respectively. The performance of these configuration is shown in various channel conditions, various LDPC code
rates and various numbers of SCMA iterations (NSCMA), to find the local minimum value of log-MPA. Simulation results
showed that the LDPC greatly boosted the performance in mentioned configurations: In A configuration, a gain of 13
dB was observed. Configuration B experienced a substantial improvement of 23.5 dB, while C achieved a gain of 20.5
dB. Notably, configuration B stood out with the highest gain, attributed to LDPC’s exceptional performance with high
data rates, as the data transmitted in B was double that of A.
Keywords
Non-Orthogonal Multiple Access, NOMA, Sparse Code Multiple Access, Logarithmic Message Passing Algorithm,
Low-Density Parity Check Code.

I. INTRODUCTION

In recent years, the number of internet users has been
steadily rising. This increase has fueled a growing demand
for higher data rates, improved spectral efficiency, and overall
enhanced user experiences. Unlike the techniques employed
in previous generations, Non-Orthogonal Multiple Access
(NOMA) introduces a departure from conventional methods.
In 1G through 3G systems, communication relied on Orthog-
onal Multiple Access (OMA) resources, where the orthog-
onality was in frequency, time or code [1]. In the context
of 4G systems, Orthogonal Frequency Division Multiple Ac-
cess (OFDMA) plays a pivotal role in managing multiple
users by allocating them to specific subsets of sub-carriers,

thus mitigating interference issues. Nevertheless, the spec-
tral efficiency of OFDMA is constrained by the necessity to
maintain sufficient carrier spacing to preserve the orthogo-
nality among sub-carriers. However, to fulfill the demands
of 5G networks, Non-Orthogonal Multiple Access (NOMA)
has emerged as a promising candidate. This utilization of
non-orthogonal resources marks a major transformation in
approach. L. Dai, B. Wang et al. [2] showed the difference
between OMA and NOMA in terms of channel capacity. This
paradigm shift opens up new avenues for optimizing spectral
efficiency [3] and accommodating a diverse range of user re-
quirements, from low-latency machine-type communications
to high-throughput multimedia streaming. With its potential
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to revolutionize the way future wireless networks are designed
and operated with NOMA system that stands at the forefront
of next-generation communication technologies, promising to
unlock unprecedented levels of connectivity and performance
for the Internet of Things (IoT) [4], 5G and beyond. The sub-
ject of NOMA has undergone substantial scrutiny in the past
decade, with comprehensive studies spanning all three cate-
gories: power domain, code domain, and hybrid domain. The
key difference between power and code domain multiplexing
is that the latter can achieve greater spreading and shaping
gains, resulting in an increase in channel capacity at the ex-
pense of signal bandwidth [2]. Code domain is a sub-category
of NOMA and it has many techniques under its umbrella, in-
cluding: Low Density Signature (LDS)-Orthogonal Frequency
Division Multiplexing (OFDM) [5], LDS-Code Division Mul-
tiple Access CDMA [6] and SCMA [7]. The main focus of
this paper is Spare Code Multiple Access (SCMA) which is
the most prominent and advanced technique in the code do-
main category. SCMA was first introduced by Huawei in 2013
[7] as a more sophisticated multiplexing method as opposed
to (LDS) [8]. Due to the sparsity of the codebooks, SCMA
still uses the low complexity receiver that LDS has, such
as, Message Passing Algorithm (MPA) [9] but with greater
improvements in the performance. As proved by Y. Wu, S.
Zhang [9], MPA is the best detection technique in SCMA up
to an overloading factor (foverload= V / K ) of 3, where V, K
represents number of users and resources respectively. In this
paper, a simpler and more energy efficient version of MPA is
used, log-MPA [10]. which replaces the multiplication and ex-
ponent by addition and optimization respectively. To get even
better performance, an error-correcting code is considered.
This can be turbo codes, density parity check (LDPC) codes
or polar codes [11], in this paper, LDPC code is used for this
purpose. LDPC codes are used due to its high error-correcting
ability, low complexity, as proven in [12], as it uses the sparse
property and hence its ability to be implemented by FPGA
systems easier than other Forward Error-Correction Codes
(FEC) codes. Therefore, it seems that the combined utiliza-
tion of LDPC and SCMA will be implemented in practical
applications within network systems in the future.
Table I is a summary of what was shown in [12] and [13].
From it, we can see that LDPC codes offer a robust solution
for SCMA due to their structure that works well with sparse
data, strong performance, and reasonable complexity. Al-
though polar and turbo codes have their merits, LDPC strikes
an optimal trade-off for SCMA use.

TABLE I.
COMPLEXITY AND PERFORMANCE COMPARISON
BETWEEN DIFFERENT ERROR-CORRECTION CODES

Code
Type

Encoding
Com-

plexity

Decoding
Com-

plexity
Performance Reference

Turbo
Code Moderate

High
(Viterbi

or
BCJR)

Close to
capacity

limit
[14]

Polar
Code Moderate

Low
(Succes-

sive
Cancel-
lation)

Near
capacity

with careful
design

[15]

LDPC
Code Low Moderate

Good perfor-
mance,

sparsity-
friendly

[16]

With that being said, SCMA has some drawbacks and dif-
ficulties in real world implementation. These include: firstly,
the complexity aspect, which leads to higher costs and number
of operations and these numbers get even higher by adding
LDPC code as it also requires an iterative decoding algorithm
similar to SCMA. Secondly, since SCMA is still a new subject,
standardization and interoperability with current communica-
tion systems is challenging. Lastly, accurate estimation [17]
of the channel coefficients of each user can be difficult due to
the overlapping of multiple users on a single resource. These
challenges can be addressed through further research and ex-
perimentation in the field. Specifically, the optimization of
codebook and receiver designs. This paper examines various
SCMA configurations, each accompanied by different LDPC
code rates, providing an overview of how the system behaves
when the number of users, resources and the length of stream
bits are adjusted. Additionally, it presents different iteration
numbers for the SCMA decoding algorithm. This paper is
organized as follows: an overview of SCMA is given in sec-
tion II. . An overview of LDPC is explained in section III.
. The system model and log-MPA’s Log Likelihood Ratio
(LLR) equations’ derivation are given in section IV. . Section
V. presents the simulation results. Finally, section VI. gives
some conclusion points.

II. SPARSE CODE MULTIPLE ACCESS
(SCMA)

The main idea of SCMA is utilizing non-orthogonal code
channel separation. The best way to describe SCMA is by
using a factor graph (or Tanner graph) that consists of User
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Fig. 1. Indicator matrix for 4 resources and 6 users SCMA.
Where v = 1,. . . ,6 and k = 1,. . . ,4

Nodes (UNs) and Resource Nodes (RNs). Each user node is
connected to dr resource node. And each resource node is con-
nected to dc users. Both dr and dc control the sparsity (number
of non-zero elements in each column and row, respectively)
in the factor graph (indicator) matrix, fKxV. Where, no rows
or columns can be the same to avoid inter-user interference.
Fig. 1 shows an example of indicator matrix and its tanner
graph, where K=4, V=6, dr=2 and dc=3.

Indicator matrix, F, is used for resource allocation i.e. in
Fig. 1 the first column has two non-zero elements in the
2nd and 4th rows, meaning, user 1’s (U1) data is assigned
to be transmitted on the 2nd and 4th resource. Similarly for
remaining users This can be easily seen in Fig. 2. The core of
SCMA centers around two major concepts:

1. The utilization of Codebooks (CBs), which are, 3-D
(K x M x V) sparse, complex (CB ⊂ C) matrices. Here, each
dimension represents: number of resources (K), codewords
(M) and users (V), respectively. Each user (v) must have a
unique (K x M) CB to avoid interference. The design of such
CBs needs to be optimized as they have a huge impact on the

Fig. 2. Tanner graph of Fig. 1

shaping gain.
2. The detection technique used in SCMA is crucial for

accurately extracting transmitted signals from the received
data amidst multi-user interference. This detection process
entails decoding the sparse structure of the received signal
to isolate the intended symbols aiming to enhance both the
accuracy and efficiency of signal recovery. The selection of
an appropriate detection technique is the key, as it profoundly
influences the overall performance and reliability of SCMA
systems. All techniques used in SCMA are MPA-based Al-
gorithms. The development of SCMA is dependent on new
researches in both CB design and decoding algorithms [18].

In this paper, three SCMA configurations have been exam-
ined: (4 x 4 x 6), (4 x 16 x 6), (5 x 4 x 10). The first two con-
figurations are subjected to a 150% overload scenario, while
the last configuration experiences a 200% overload condition.
An overloading of 200% is complicated due to several reasons.
In SCMA, which relies on sparse Codebooks CBs and unique
signature sequences for users, accommodating overloading
while maintaining low interference and complexity in decod-
ing is particularly challenging. The presence of additional
users can cause inter-user interference, necessitating more
sophisticated receiver algorithms capable of successfully miti-
gating such effects. Moreover, decoding complexity escalates
as the receiver needs to perform joint detection of signals from
multiple users sharing the same resources. However, in the
second configuration, the same log-MPA is employed for the
purpose of a fair comparison.

III. LOW DENSITY PARITY CHECK CODE
(LDPC)

LDPC codes are Forward Error-Correction (FEC) codes
and was conceptualized by Robert Gallager in 1960. They
were first introduced in a book in 1963 [16]. LDPC codes
were overlooked at the time they appeared due to: their high
computational complexity and the dominance of convolutional
codes in the realm of FEC codes. However, in the early 2000s,
LDPC codes began to gain significant attention and practical
usage in public systems. A notable example occurred in
digital video broadcasting (DVB-S2), where LDPC codes
were embraced as the FEC scheme for satellite television
transmission [19]. Since then, LDPC codes have been widely
utilized in different communication systems and standards,
including Wi-Fi (IEEE 802.11n and later) [20], 4G LTE, and
5G NR (New Radio). LDPC codes main operation scheme
is adding redundancy to the transmitted data, which achieves
error detection and correction. The encoding process involves
dividing the input data into blocks and calculating parity bits
based on a sparse parity-check matrix (H). At the receiver
end, LDPC decoding algorithms, such as Belief Propagation
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Fig. 3. SCMA-LDPC transmitter and channel

(BP) [21] and Sum-Product Algorithm (SPA), iteratively refine
estimates of the original message, leveraging the structure of
the parity-check matrix (H) to efficiently correct errors caused
by channel noise. LDPC codes are renowned for their near-
optimal error-correction performance, particularly at high data
rates and low signal-to-noise ratios [22].

IV. SYSTEM MODEL

A. Transmitter and Channel
The transmitter plus a Rayleigh channel communication

system with SCMA as the multiplexing scheme and LDPC as
the error-correcting code are shown in Fig. 3.

The system takes the information bits stream (bv), where,
v = 1,. . . V, with length of log2(M) bits as input to the LDPC
encoders. Then the LDPC encoder adds parity check bits de-
pending on its code rate. Afterwards, the coded word (lcv) is
sent to the SCMA encoder. Depending on the coded word, sv
is determined by a selection process and it is done by grabbing
the codewords (Columns) of the CB. For instance, consider a
scenario where the codebook has dimensions K=4 and M =
4, the length of data would be log2(4)=2 bits. Subsequently,
if the coded word is “00”, the first column of the codebook
is selected. Similarly, if data is “01”, the second column of
the codebook is chosen. And so on. Next, the complex code-
word (sv) obtained from previous step is then multiplied by a
Rayleigh channel coefficient to get rv. In wireless communica-
tions, diversity techniques (time, frequency or antenna) can be
used to reduce the effect of Rayleigh fading [23]. Finally, by

Fig. 4. SCMA-LDPC receiver

summing rv for all values of v and adding the AWGN effect,
the combined signal, Y, is ready for reception.

Y = ∑
v

diag(hv) ·CBv(xv)+n (1)

where xv defines the information bits sent by the vth user;
CBv is the codebook of user v; the term CBv(xv) represents
a vector (column) of the codebook of user v determined by
users’ data xv; hv is the Rayleigh channel vector faced by user
v; n is the AWGN.

B. Receiver
The SCMA-LDPC receiver is shown in Fig. 4.
The process begins with the received signal, denoted as

Y, entering the Multi-User Detection (MUD) system. Within
the MUD, an iterative Message Passing Algorithm (MPA) is
employed to extract the Log Likelihood Ratio (LLR) through
Log-MPA. Each LLR value, denoted as (LLR)v, corresponds
to the number of bits in the data, represented by log2(M). Sub-
sequently, these LLR values are fed into the LDPC decoder to
accurately decode the received bits. The LDPC decoder uti-
lizes a soft decoding technique known as Belief Propagation
(BP). This iterative technique has many forms. In this paper,
a Layered BP [21] is used. The MPA for an SCMA decoding
system with 4 resources and 6 users is demonstrated below:

1. Initialization: At the receiver side, the received vector
Y and the Rayleigh channel coefficients have to be known.
The likelihood ratio (ψ) is calculated at each Resource Node
(RN). Let’s assume RNl where l=1,. . . ,K. which has three
users’ data superimposed ξ l={v1,v4,v5}. Hence, the like-
lihood function at RNl will be ψ(yl | x1,x4,x5,N0) where,
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Fig. 5. Message Passing from RN to UN

x1,x4,x5 are the codewords sent by users that belongs to set
ξl which are connected to R4 in Fig. 2. Suppose that the set
of codeword elements allocated to user v on resource element
l is represented as CB(l,v). The likelihood function of RNl is
given by [18]:

ψ(yl | x1,x4,x5,N0) = exp
(
−1
N0

∥yl − (hl1xl,1 +hl4xl,4

+hl5xl,5)∥2) (2)

for xl,1 ∈ CBl,1, xl,4 ∈ CBl,4, xl,5 ∈ CBl,5

In this context, x(l,v), h(l,v) represents the codeword element
transmitted and Rayleigh channel coefficient faced by the vth

user on the lth resource element. N0 is the variance of noise
in AWGN. A total of KMdc values are stored for the func-
tion ψ(yl | x1,x4,x5,N0). For an uncoded SCMA system, let’s
assume equal prior probability for each codeword, meaning
P(x1) = P(x4) = P(x5) = 1/M. Consequently, the initial mes-
sage passed (η init) from User Node (UN) v1,v4,v5 to the lth

RN is:

η
init
v1→l(x1) = η

init
v4→l(x4)

= η
init
v5→l(x5) =

1
M

(3)

2. Update RN: Let’s consider ξl = {v1,v4,v5}. where
v1, v4, and v5 represent the three users connected to RNl ,
respectively. When passing the message from RN to one user,
the information received on the RN from the other two users
can be viewed as extrinsic information, as illustrated in Fig. 5.

Message passed from RNl to U1 is given as:

ηl→v1(x1) = ∑
x4∈CB4

∑
x5∈CB5(

ψ(yl | x1,x4,x5,N0)×ηv4→l(x4)ηv5→l(x5)
)

(4)

for x1 ∈ CB1

In equation (4), the messages from the two RNs, denoted
as ηv4→l(x4) and ηv5→l(x5), are multiplied by the local like-
lihood function of the lth RN and then marginalized with
respect to v1. Similarly, the messages passed from RN1 to
UNs v4 and v5, respectively, are:

ηl→v4(x4) = ∑
x1∈CB1

∑
x5∈CB5(

ψ(yl | x1,x4,x5,N0)×ηv1→l(x1)ηv5→l(x5)
)

(5)

for x4 ∈CB4

ηl→v5(x5) = ∑
x1∈CB1

∑
x4∈CB4(

ψ(yl | x1,x4,x5,N0)×ηv1→l(x1)ηv4→l(x4)
)

(6)

for x5 ∈CB5

Messages passing from RNl to UNv represents the estimate of
the received signal for all possibilities of UNv.

3. Update UN: Let’s consider ζv = {l1, l2} which repre-
sents U3 in Fig. 2 where l1, l2 are the resources connected to
UNv. Message passing from UNv to RNl1 and RNl2 are:

ηv→l1(xv) = normalize
(
Pa(xv)ηl2→v(xv)

)
(7)

for xv ∈CBv

ηv→l2(xv) = normalize
(
Pa(xv)ηl1→v(xv)

)
(8)

for xv ∈CBv

Where Pa is the prior probability of user v and ηl2→v denotes
the updates UNv obtained from RNl2. Here, it is required to
normalize to make sure that every belief stays within the range
of [0,1]. So, (7) can be rewritten as:

ηv→l1(xv) =
Pa(xv)ηl2→v(xv)

∑xv ηl2→v(xv)
(9)

Message passing from user nodes to resource nodes is
shown in Fig. 6 which represents the communication between
UNv and RNl2 . Due to the cyclic nature of the factor graph,
messages are exchanged between RNs and UNs repeatedly
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Fig. 6. Message Passing from UN to RN

over several iterations. This process continues until there’s
zero or a little alteration in the beliefs computed at each UN.

4. Selection of Beliefs and LLR Calculations: After
carrying out Steps 2 and 3 for NSCMA iterations, the ultimate
belief is determined at each UN. This belief is derived from
the prior probability and the messages received from adjacent
RNs associated with each UN.

Iv(xv) = Pa(xv)ηl1→v(xv)ηl2→v(xv) (10)

for xv ∈CBv

At each UN, the probability for every possible codeword is
calculated. Then, the codeword with the highest probability
is selected as the estimated one for that user. This method
gives us one way to estimate what was transmitted for each
user. Another approach involves computing the LLR for each
bit from Iv(xv). So, the LLR for the ith bit at UN v can be
expressed as follows:

LLR(bi
v) = log

P(bi
v =+1)

P(bi
v =−1)

= log

(
∑xv|bi

v=+1 Iv(xv)

∑xv|bi
v=−1 Iv(xv)

) (11)

for i = 1,. . . , log2(M)

For the case of M = 4, we have two bits per symbol. Let CBv =
{x1

v ,x
2
v ,x

3
v ,x

4
v} represent the four codewords corresponding

to the four symbols {s1,s2,s3,s4} that user v can send. By
applying (10), the final belief for each of the four codewords
is computed. Then, LLR for the first bit can be expressed as:

LLR(b1
v) = log

P(b1
v =+1)

P(b1
v =−1)

= log
(

Iv(x1
v)+ Iv(x2

v)

Iv(x3
v)+ Iv(x4

v)

) (12)

The ratio of the computed belief corresponding to codewords
x1

v ,x
2
v and x3

v ,x
4
v provides the LLR for the first bit. Likewise,

for the second bit the LLR is given by:

LLR(b1
v) = log

(
Iv(x1

v)+ Iv(x3
v)

Iv(x2
v)+ Iv(x4

v)

)
(13)

The same procedure can be done for the M = 16 configuration
as it has log2(M)= 4 LLR values. The LLR values are derived
similarly and the results are given as follows:

Algorithm 1 SCMA-LDPC Algorithm

Inputs:
CB j: Codebook of the j-th user, ∀ j = 1, . . . ,J
NSCMA: Number of the decoding algorithm for SCMA

NLDPC: Number of the decoding algorithm for LDPC
P: Prototype matrix for LDPC
Z: Subblock size of LDPC

Outputs:
Estimated bits for the j-th user, ∀ j = 1, . . . ,J

Initialization:
1. Calculate Signal-to-Noise ratio: SNR = Eb

N0
+

10log10
(
log2(M)V

K

)
, where K,V,M are: number of re-

sources, users, and codewords respectively.
2. Calculate noise power: N0 =

Psignal
Pnoise

3. Generate information bits.
Step 1: LDPC Encoding

Create the parity check matrix H using P and Z.
Encode the generated data using H to get the coded

word of the j-th user (C j), ∀ j = 1, . . . ,J.
Divide the coded word into blocks of size BS.

Step 2: SCMA Encoding & Decoding
for i = 1 to BS do

2.1 Generate Rayleigh channel coefficients (h).
2.2 SCMA Mapping using eq. (1).
2.3 Adding AWGN effect
2.4 Calculating LLR values using Algorithm 2

end for
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For the 1st bit:

LLR(b1
v) = log

(
Iv(x1

v)+ Iv(x2
v)+ Iv(x3

v)+ Iv(x4
v)+ Iv(x5

v)+ Iv(x6
v)+ Iv(x7

v)+ Iv(x8
v)

Iv(x9
v)+ Iv(x10

v )+ Iv(x11
v )+ Iv(x12

v )+ Iv(x13
v )+ Iv(x14

v )+ Iv(x15
v )+ Iv(x16

v )

)
(14)

For the 2nd bit:

LLR(b2
v) = log

(
Iv(x1

v)+ Iv(x2
v)+ Iv(x3

v)+ Iv(x4
v)+ Iv(x9

v)+ Iv(x10
v )+ Iv(x11

v )+ Iv(x12
v )

Iv(x5
v)+ Iv(x6

v)+ Iv(x7
v)+ Iv(x8

v)+ Iv(x13
v )+ Iv(x14

v )+ Iv(x15
v )+ Iv(x16

v )

)
(15)

For the 3rd bit:

LLR(b3
v) = log

(
Iv(x1

v)+ Iv(x2
v)+ Iv(x5

v)+ Iv(x6
v)+ Iv(x9

v)+ Iv(x10
v )+ Iv(x13

v )+ Iv(x14
v )

Iv(x3
v)+ Iv(x4

v)+ Iv(x7
v)+ Iv(x8

v)+ Iv(x11
v )+ Iv(x12

v )+ Iv(x15
v )+ Iv(x16

v )

)
(16)

For the 4th bit:

LLR(b4
v) = log

(
Iv(x1

v)+ Iv(x3
v)+ Iv(x5

v)+ Iv(x7
v)+ Iv(x9

v)+ Iv(x11
v )+ Iv(x13

v )+ Iv(x15
v )

Iv(x2
v)+ Iv(x4

v)+ Iv(x6
v)+ Iv(x8

v)+ Iv(x10
v )+ Iv(x12

v )+ Iv(x14
v )+ Iv(x16

v )

)
(17)

Using results from (14), (15), (16) and (17), these LLR values will be the inputs to the LDPC decoders. Afterwards, a soft or a
hard decision is made.

The algorithms for the SCMA-LDPC with Max-log-MPA as the decoding technique can be seen in Algorithm 1 and
Algorithm 2.

V. SIMULATION RESULTS

Table II shows the simulation parameters and notations
used.

TABLE II.
SIMULATION PARAMETER NOTATION

Parameter Notation

Number of users V
Number of resources K
Number of codewords M
Number of SCMA iterations NSCMA
Number of LDPC iterations NLDPC
Number of information bits Ninfo.
Column weight of the indicator matrix dr
Row weight of the indicator matrix dc

4 resources × 4 codewords × 6 users 4×4×6
4 resources × 16 codewords × 6 users 4×16×6
5 resources × 4 codewords × 10 users 5×4×10

Throughout the simulation results, standard matrix
prototypes of the parity-check matrices [20] for LDPC code
are used with the following characteristics: codeword block
length n=648, subblock size is Z=27 and coding rates used
are: 1/2, 3/4 and 5/6.

A. Configuration A (4x4x6):
In this configuration, the overload factor is 150% as fol-

lows: 4 resources are used to transmit a total of 6 users.
Since M=4, this means that each user can send / receive
log2(M) = log2(4) = 2 bits. With transmitted data of 6×2=12
bits per block. CBs in [24] are used in the above configuration.

Fig. 7. BER of Rayleigh channel and AWGN channel in
4x4x6 configuration (NSCMA = 2; no LDPC code; Number of
frames = 1000).
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Fig. 8. BER for different LDPC rates in 4x4x6 configuration
in Rayleigh channel (NSCMA = 2; NLDPC = 12; codeword
block length = 648 bits; subblock size = 27)

In Fig. 7, the effect of Rayleigh channel on the average
(6 users average) BER is demonstrated. In AWGN channel,
BER of 10−4 is at around Eb/N0 =15 dB. While, in Rayleigh
fading channel, BER of 10−4 is at Eb/N0 = 22 dB. And to
find the effect of Rayleigh channel on Eb

N0
:

Eb

N0
=

SNR
Bit Rate

(18)

where SNR is the Signal-to-Noise Ratio and Bit Rate. The
formula to convert Eb

N0
to dB is:

Eb

N0
(dB) = 10log10

(
Eb

N0

)
(19)

This formula is arranged to solve for Eb
N0

:

Êb

N0
= 10

 Êb
N0

(dB)

10


(20)

where Êb
N0

is the difference of Eb
N0

between Rayleigh and AWGN
at the same BER. So, after putting the results from Fig. 7,
then:

Êb

N0
= 10(

22−15
10 ) = 100.7 ≈ 5 (21)

This means that Eb
N0

in Rayleigh channel is five times that in
AWGN channel at BER of 10−4

In Fig. 8 the BER of 10−4 with Rayleigh channel is at
Eb
N0 = 23 dB. After adding 1/2 code rate LDPC, BER with the

Algorithm 2 Max-Log-MPA Algorithm

Step 0: Initialization
Initialize the log-domain codewords probabilities:
η0

j→k(x j) = − logM ∀ j = 1, . . . ,J, ∀k ∈ ξ where
ξ is the set of subcarriers carrying the information of user
j.
Step 1: Iterative Message Exchange
for t = 1 to NSCMA do

Step 1a: Passing information from RN to UN
for each subcarrier k do

for each user j ∈ ζ do
Calculate ai for i = 1, . . . ,M:

ai = − 1
σ2

∥∥yk −∑ j∈ζ hk jxk j
∥∥2

+

∑i∈ζ\ j η
t−1
i,k (xi) ∀k = 1, . . . ,K, ∀ j ∈ ζ

where ζ is the set of users transmitting on
subcarrier k
Calculate Lt

k→ j(x j) for the given codeword x j:
Lt

k→ j(x j) =

maxxi|i∈ζ\ j

(
− 1

σ2

∥∥yk −∑ j hk jxk j
∥∥2

+∑i∈ζ\ j η
t−1
i→k(xi)

)
end for

end for
Step 1b: Passing information from UN to RN
for each user j do

for each subcarrier k ∈ ξ do
Calculate η t

j→(x j) for the given codeword x j:
η t

j→(x j) = log
( 1

M

)
+∑i∈ξ\k Lt−1

i→ j(x j)
end for
Normalization step is ignored due to log-domain
simplification.

end for
end for
Step 2: LLR Calculation and Bits Estimation
for each user j do

Calculate the log-domain a posteriori probability for
the codeword x j:

log(Pa(x j)) = log
( 1

M

)
+∑k∈ξ LNSCMA

k→ j (x j)
for each bit bi in x j do

Calculate the bit-wise LLR:
LLR(bi) = maxx j∈X :bi=0(log(Pa(x j))) −

maxx j∈X :bi=1(log(Pa(x j)))
Estimate the bit bi:

bi =

{
1, if LLR(bi)≥ 0
0, otherwise

end for
end for
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Fig. 9. Comparison between two SCMA iteration numbers in
4x4x6 configuration (Rayleigh channel, without LDPC code).

same value is at Eb
N0 = 5 dB. Hence, a gain of 18 dB at the cost

of half of the signal being redundant.
In Fig. 9, at Eb

N0
=14, the BER values for 2 and 4 iterations

are: 0.00605 and 0.00313, respectively. For only increasing
the iterations by factor of two, the BER is decreased by half.

From Fig. 10 it is noted that initially when increasing the
iterations number, the BER is significantly reduced, until it
reaches SCMA iteration = 5, which gives the lowest BER in
the above Eb

N0
. After that it reaches a state of saturation, due to

a property of any iterative decoding technique; convergency
reaches a local minimum. This matches what was shown
in [25].

Fig. 10. Different SCMA iteration numbers at a fixed Eb
N0

= 15
in 4x4x6 configuration.

Fig. 11. BER Comparison between Rayleigh channel and
AWGN channel in 4x16x6 configuration (NSCMA= 4; without
LDPC code; Number of frames = 1000).

B. Configuration B (4x16x6):
In this configuration, the number of information bits is

doubled. Since, M=16 (each CB has 16 unique columns)
and log2(16) = 4 bits. With transmitted data of 6×4=24 bits
per block. That increase in information has several effects
on the system. Firstly, with more data, more chances of
errors. Secondly, with larger data rates, it becomes harder to
process the signals. This means, more advanced algorithms
are required and more computing power, which make the
system more complex and expensive.

In Fig. 11, a BER of 10−2 is at Eb/N0 of 19,10 dB for
Rayleigh and AWGN, respectively. that means there is a
difference of 9 dB ≈ 5 times AWGN is the Rayleigh effect.
And it grows larger when increasing the Eb

N0 .
Hence, the use of LDPC code is vital when dealing with

large data lengths. Its effect is obvious in Fig. 12. The system
reaches a BER of 10−3 at Eb

N0 of 5.6,29 dB at 1/2 LDPC code
rate and without the use of LDPC code, respectively.

In Fig. 13, one can notice that there is no big difference
between 2 and 4 iterations. So, from that, it is concluded that
4 is not the local minimum value. The local minimum value
is demonstrated in Fig. 14.

In this figure, the lowest value of BER = 0.02242 is at 16
iterations.

C. Configuration C (5x4x10):
This configuration has 5 resources to transmit 10 users.

That means, each resource can be used to carry two users
(200% overloading factor), which is double the number of
users of normal OMA systems. The information bits for
each user are 2 bits per subblock, and the transmitted data is
5×2=10 bits per block.
In Fig. 15, a BER of 10−2 is at Eb

N0 of 25,17 dB for Rayleigh
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Fig. 12. BER Comparison between different LDPC rates in
4x16x6 in Rayleigh channel (NSCMA= 4; NLDPC= 12;
codeword block length = 648 bits; subblock size = 27).

and AWGN, respectively. that means there is a difference of 8
dB ≈ 6.3.

It is noted from Fig. 16 that the gain of using 17 iterations
instead of 2 is about 2 dB ≈ 1.6.

From Fig. 17, the local minimum BER value = 0.0026 at
17 iterations.

Figure 18 shows a comparison of 10 users over 5 resources
for different LDPC code rates.

Comparing the results of Fig. 18 with [26], a clear per-
formance improvement can be noticed for the same Huawei
CB. In [26], a BER of 10−5 is achieved with perfect channel
coefficients at Eb

N0 = 26. While, in this work, as shown in

Fig. 13. BER Comparison between two SCMA iteration
numbers in 4x16x6 configuration (Rayleigh channel, without
LDPC code).

Fig. 14. Different SCMA iteration numbers at a fixed Eb
N0 = 15

in 4x16x6.

Fig. 18, it is achieved at Eb
N0 =15 in Rayleigh channel and still

gives a gain of 11 dB ≈ 12.5. Table ?? shows a summary of
Rayleigh channel fading results for Eb

N0 values in dB at BER=
10−3. The local minimum value of the log-MPA. LDPC gain
of a 1/2 code rate in dB. And the total information bits sent
per frame (Nin f o), where:

Ninfo =V log2(M)×codeword block length×code rate (22)

Fig. 15. BER Comparison between Rayleigh channel and
AWGN channel in 5x4x10 configuration (NSCMA= 2; without
LDPC code; Number of frames = 10,000).
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Fig. 16. Comparison between two SCMA iteration numbers
in 5x4x10 configuration (Rayleigh channel, without LDPC
code).

TABLE III.
SUMMARY OF DIFFERENT CONFIGURATIONS’ RESULTS
CONCERNING Eb/N0 , LOCAL MINIMUM VALUE, LDPC
GAIN AND Nin f o AT BER = 10−3 .

System
(K x M x V)

Eb/N0
(dB)

Local
Minimum

Value

LDPC
Gain
(dB) Ninfo

4 x 4 x 6 17.5 5 13 3888
4 x 16 x 6 29.1 16 23.5 7776
5 x 4 x 10 35 17 20.5 6480

Fig. 17. Different SCMA iteration numbers at a fixed Eb
N0 = 15

in 5x4x10.

Fig. 18. BER Comparison between different LDPC rates in
5x4x10 in Rayleigh channel (NSCMA= 2; NLDPC= 12;
codeword block length = 648 bits; subblock size = 27).

for Table III, the codeword block length = 648 bits and
the code rate is 1/2. Table IV shows a summary of Eb

N0 values
in dB of varying channel conditions at BER = 10−3.

TABLE IV.
SUMMARY OF Eb

N0 VALUES IN DB OF VARYING CHANNEL

CONDITIONS AT BER = 10−3

System
(K x M x V)

AWGN
Channel

Rayleigh Fading
Channel

4 x 4 x 6 12.5 17.5
4 x 16 x 6 13.3 29.1
5 x 4 x 10 20.8 35

Table V shows a summary of Eb
N0 values in dB of different

LDPC rates and without LDPC code so that the performance
boost is clear. at BER = 10−3 in Rayleigh channel

TABLE V.
SUMMARY Eb

N0 VALUES IN DB OF DIFFERENT LDPC RATES

AT BER = 10−3 IN RAYLEIGH CHANNEL

System
(K x M x V) 1/2 3/4 5/6

Without
LDPC code

4 x 4 x 6 4.5 8.8 10.4 17.5
4 x 16 x 6 5.6 11.6 14.4 29.1
5 x 4 x 10 14.5 19.5 22 35

Table VI is a summary of LDPC code Gains in dB for
different code rates at BER = 10−3 in Rayleigh channel
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TABLE VI.
SUMMARY OF LDPC GAINS IN DB FOR DIFFERENT CODE
RATES AT BER = 10−3 IN RAYLEIGH CHANNEL

System (K x M x V) 1/2 3/4 5/6
4 x 4 x 6 13 8.7 7.1
4 x 16 x 6 23.5 17.5 14.7
5 x 4 x 10 20.5 15.5 13

TABLE VII.
COMPUTATIONAL COST OF SCMA AND LDPC DECODING
ITERATION AND COMPARED WITH [27] (IN
MILLISECONDS) AT SNR = 12 DB

System
(K x M x V) SCMA LDPC Log-MPA without

LDPC in [27]
4 x 4 x 6 0.83 7.431 N/A

4 x 16 x 6 1.944 6.28 1.913
5 x 4 x 10 3.95 11.46 N/A

It is worth mentioning that in Table VII, configuration
4x16x6 has less LDPC decoding time when compared to
4x4x6 even though the data rate is doubled. That is because
the number of blocks in the former configuration is reduced
to half and that leads greater parallelism and faster decoding
times.

In Fig. 19 the block length has been increased to 1944,
subblock size to 81 and number of iterations to 4. That creates
a fair comparison with [28] as shown in Table VIII.

Fig. 19. BER of 4x4x6 in AWGN channel (NSCMA= 4;
NLDPC= 12; codeword block length = 1944 bits; subblock
size = 81).

It is noted that from Table VIII, performance wise,
the method used in this paper gives an immense advantage
over the methods used in [28] and [13]. the downside is the

complexity when compared to [28]. As in this paper, the
number of average float-point real-valued multiplications was
37,744. While in [28] MAP MPA the value was 41,472 which
is slightly better, but for Global MMSE-PIC it was 2,640.
Which greatly reduces the complexity for real-life implemen-
tation at the expense of a lower perfomance. All values are for
NSCMA = 4. Thus, this paper aims for a decoding algorithm
that offers a trade-off between performance and computational
costs. In [28], the complexity achieved by MAP-based MPA
for 4x4x6 configuration in terms of floating-points real valued
multiplications is around 550,000 operations when BER =
0.001 at SNR = 7 dB and in this paper, it is 28,033 operations
when BER=0.001 at SNR = 4.5 dB. With the same LDPC
code rate and both at NSCMA=1. Also, the LDPC effect is
obvious and superior to other FECs since the data size is large
and greatly reduces the complexity that can be seen in polar
or turbo codes as denoted by [13].

VI. CONCLUSION

This paper introduced the performance of three SCMA
configurations and gave results in terms of the effect of Rayleigh
fading channel, the number of SCMA iterations and LDPC
gains for different code rates. Also, it demonstrated the rea-
son behind using LDPC code as an error-correcting code with
SCMA. Furthermore, this paper introduced the derivation of
equations for LLRs in different configurations. Additionally,
this paper showed the performance of log-MPA, which signif-
icantly reduced the complexity over conventional Maximum
A Posteriori (MAP) decoder. Simulation results showed that
the SCMA seems to have a promising future as it can support
a higher overall service quality to users with foverload > 1,
higher spectral efficiencies and lower latency due to the spar-
sity of the both SCMA and LDPC code.
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