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Abstract
In recent years, self-driving cars and reducing the number of accident casualties have drawn a lot of attention. Although
it is crucial to increase driver awareness on the road, autonomous vehicles can emulate human driving and guarantee
improved levels of road safety. Artificial intelligence (AI) technologies are often employed for this purpose. However,
deep learning, a subset of AI, is prone to numerous errors, a wide range of threats, and needs to handle vast amounts of
data, which imposes high-performance hardware requirements. This study suggests a deep learning model for object
recognition that employs characteristics to describe data rather than images. Our model employs the COCO dataset as
the training foundation, and it was suggested that the features be retrieved using the principal component analysis PCA
extraction method. The current results demonstrate the efficacy and precision of our model, with an accuracy of 99.96
%. Furthermore, the performance indices, i.e., recall, precision, and F1-score, achieved about 1 for most of the COCO
classes in training phase and promising results in testing phase.
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I. INTRODUCTION

Intelligent systems for constructing complex machine ag-
gregating abilities are autonomous vehicle systems. The ul-
timate objective of these systems is to create a hybrid sys-
tem inspired by the brain and capable of thinking and acting
independently. The future of transportation is autonomous
vehicles. Artificial intelligence is being employed in almost
everything from trains to airplanes. An autonomous vehicle’s
main purpose is to perceive its surroundings and offer the
optimal route without human intervention. This eliminates
common human driving errors such as driving under the intox-
icated, using a cell phone while driving, and speeding, which
are the main causes behind accidents and traffic congestion [1].
Whether they are trains or airplanes, autonomous vehicles are
the way of the future for all modes of transportation. They rely
on artificial intelligence to implement autonomous sensing,

decision-making, sensor modeling, and control in dynamic
situations. All environmental factors should be dealt with in
the shortest amount of time possible, and the reactions and
judgments of autonomous cars must be more trustworthy than
those of human drivers [2]. Machine learning, robotics, pat-
tern recognition, and intelligent control have all been used in
the past few decades to develop theories and applications for
autonomous vehicles with varying degrees of autonomy, from
fully human involvement to none at all [3, 4]. The learning
skills of autonomous cars must thus be improved, including
online learning, object identification, sensor planning, learn-
ing from ambiguous data, and motion control. Different Deep
Learning DL techniques are crucial in achieving these skills
since they help to extract knowledge from seen data [5].

Deep learning approaches enable performing activities
that would be difficult to be performed with standard soft-
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ware; nonetheless, the choice of algorithm depends on the
task’s domain. The CNN technique for convolutional neural
networks is often utilized in fields like object identification
and image categorization. CNN is developed as a form of
biologically inspired by deep learning that learns via a se-
quence of convolutional filters together with straightforward
non-linearities [6–8]

To design a DL system that offers an effective improve-
ment, a number of data sources must be found to provide full
coverage of the expected input. Feature extraction is a crucial
technique in several areas, including classification, diagnosis,
detection, and identification. To decrease dimensionality, it
removes the complexity of time, space, and machine learn-
ing [9–11].

Analysis by Principal Components Popular feature extrac-
tion techniques, like principal component analysis PCA, may
pick out certain key features from all the feature components.
PCA has been effectively used in deep learning applications.
Most PCA applications involve rearranging samples into a
new lower space [12].

This study presents a method for building a deep learning
model by integrating feature extraction methods with our sug-
gested hybrid model, which learns based on features retrieved
from the PCA feature extraction method. In order to feed a
suggested hybrid model that is constructed based on the prin-
ciples of CNN and Dense methods, our model employs the
PCA extraction approach to extract features. The main goal of
our suggested deep model is to implement an object detector
model that takes less than an hour to train because it uses
learning features rather than large image datasets, consumes
fewer resources, and improves performance because it can
detect ambiguous objects as well as distant objects.

The paper is structured as follows: Section II presents the
literature review. Section III represents the study methodology.
Section IV illustrates the deep model’s technique. Section
V is reserved for the findings of the current study. Finally,
Section VI includes the conclusions and future studies.

II. RELATED WORKS

In this section, the main previous works that address the
object detection process using deep learning models are cov-
ered.

Tao Chen et. al. [13] presented a subcategory–aware CNN
technique for object detection to solve the object intra- class
variation problem, S-CNN employs a new loss function to
capture the multiple sub-categories information. The training
samples are first grouped into multiple sub-categories auto-
matically through a novel instance sharing maximum margin
clustering MMC algorithm; a multi-component aggregated
channel feature ACF detector is then trained to produce more

latent training samples. Here, each ACF component corre-
sponds to one clustered sub-category. Experiments on INRIA
person dataset, PASCAL VOC 2007 dataset, and MS COCO
dataset demonstrate superior object detection performance of
the S CNN as compared with state of art techniques, such as
fast/ faster R CNN and SSD with an accuracy of 49.5%.

Yousong Zhu and colleagues [14] introduced a novel con-
volutional network named CoupleNet, which captures global,
local, and contextual signals for accurate object detection.
The effectiveness of their approach was demonstrated through
extensive experiments, and their algorithm achieved state-of-
the-art results on three challenging datasets: 82.7% mAP on
VOC07, 80.4% on VOC12, and 34.4% on COCO. CoupleNet
performs at the cutting edge on the difficult PASCAL VOC
and COCO datasets without the need of any additional testing
methods, demonstrating the efficacy of our approach.

Xu et al [15] introduced a novel object detection frame-
work named ”Deep Ragionlets”, comprising a region selection
network and a deep regional learning module. The proposed
framework is capable of identifying non-rectangular regions
within the detection bounding box simultaneously, resulting in
improved detection accuracy. To evaluate the effectiveness of
their approach, the authors conducted experiments on two de-
tection scales using the PASCAL VOC and Microsoft COCO
datasets. The experimental results demonstrated competitive
performance compared to state-of-the-art methods, exhibiting
high accuracy in object detection, with an accuracy of 49.5%
in COCO dataset.

Kumar et al [16] introduced an object detection model
designed for assisting individuals with visual impairments,
which employs deep learning neural networks. Their approach
utilized a multi-box one-shot detection algorithm, coupled
with a faster-area convolutional neural network architecture.
To evaluate the model’s effectiveness, the authors employed
standard VOC and COCO datasets. Their results showed
accuracy exceeding 75%. Moreover, the model includes a
sound device, which can aid the visually impaired in object
detection tasks.

Zhang et al. [17] displayed a deep learning-based object
detection algorithm that is built on M2Det. Their work im-
proved the feature pyramid generation in M2Det, resulting
in more accurate object detection. The authors focused on
applying their algorithm to fruit spoilage detection, which
is a critical step in the pre-sale process. They evaluated the
effectiveness of their approach using the COCO dataset. Fur-
thermore, the proposed algorithm exhibited several favorable
characteristics, including high accuracy, fast prediction speed,
and real-time performance, highlighting its potential practical
value, 44.2%.

Manoj Acharya et al. [18] have introduced a novel on-
line object detection method called Replay Online Streaming
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Fig. 1. Block diagram of the proposed method.

Object Detection (RODEO), which enables the detection of
objects in an online streaming learning setting, where an agent
learns one instance at a time with limited computational and
memory resources. The proposed method uses replay learn-
ing and mid-level CNN features to address the problem of
catastrophic forgetting in a fixed memory budget. RODEO
has demonstrated state-of-the-art performance on two popular
datasets, PASCAL VOC 2007 and MS COCO, achieving a
high accuracy of 82.9% on COCO dataset.

Ehtesham Hassan et al. [19] proposed an object detec-
tion framework that incorporates handcrafted features into
a convolutional neural network for object detection. Their
approach is based on the latest version of YOLO’s object
detection architecture. The framework was evaluated on the
PASCAL-VOC and MS-COCO datasets, resulting in a signif-
icant improvement in detection rates. Compared to YOLO
version 3 detector by Redmon & Farhadi (2018), the proposed
framework achieved an increase in detection rates of 11.4%
and 1.9% on the mAP scale in PASCAL-VOC and MS-COCO
datasets, respectively with an accuracy of 37.7% on COCO
dataset.

In their study, Sethi et al. [20] suggested a deep learning-
based methodology for detecting facial masks in public set-
tings, aiming to mitigate the transmission of the Coronavirus
within communities. The experiment was carried out by mak-
ing adjustments to three widely used baseline models, namely
ResNet50, AlexNet, and MobileNet. The suggested approach
demonstrated a significant increase in accuracy, achieving a
high accuracy rate of 98.2%, specifically when applied with
ResNet50. In addition, the suggested model exhibits an accu-
racy and recall improvement of 11.07% and 6.44%, respec-
tively, in the task of mask recognition when compared to the
RetinaFaceMask detector, which is a recent public baseline
model.

Mihir M. et al. [21] have used the COCO data set to de-
tect real-time objects in self-driving car systems. The study
relied on neural network algorithms from deep learning al-

gorithms to help self-driving systems detect the path. The
results showed that most algorithms do not give accurate re-
sults, but the proposed algorithm (NEAT algorithm) achieved
high accuracy in detecting objects quickly.

K. Vaishnavi et al. [22] aimed to develop a deep learning-
based model that can effectively recognize and classify items
inside images. The research employs an enhanced solid-state
drive (SSD) methodology in conjunction with a multilayer
convolutional network. More than 80% of the predictions
provided by the suggested model are valid. Convolutional
neural networks use feature mapping to get the class label
after the removal of feature data from the image.

The current study employs principal component analysis
(PCA) to extract features from the modified MS COCO 2017
images dataset in order to assist deep classification. The
objective of the proposed deep model is to accurately identify
all 92 classes in the COCO dataset while requiring minimal
training time and hardware requirements. By attaining state-
of-the-art deep model performance, this research contributes
to the advancement of autonomous driving car technologies.

III. METHODOLOGY

In this work, a brand-new deep learning algorithm is created.
This algorithm learns based on features and applies them to
the prediction of 92 classes from the COCO2017 dataset in
order to build object detector aims to enhance autonomous
driving technologies. As explained in Fig. 1, the proposed
method is based on four stages. The first stage is the data
collector, were we use data from the COCO dataset. The
second stage is the preprocessing of our datasets, which is a
common technique in computer vision to expand the existing
data to produce new data. This stage involves a number of
processes: converting images to grey scale, removing image
noise’s to improve the size and lighting of the images. Then
the third stage is the features extraction, features are retrieved
using principal component analysis, which is more practical
feature extraction method for indoor and outdoor data, as
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Fig. 2. Sample images from ms- coco 2017 dataset.

in this situation. Convolutional neural networks and dense
concepts are used to construct the deep model. Its creation
is based on the excellent traits retrieved from the preceding
stage. This stage will be explained in detail in the next section.
The dataset utilized in our deep model, the methods employed
for preprocessing and feature extraction, and the performance
indicators used for assessing our model are all covered in
detail in the subsections that follow.

A. The Dataset
The Common Objects in COntext (COCO) [23] dataset, a

sizable dataset of images with high COCO complexity, is the
only one included in the training dataset. This includes im-
ages of complicated scenes with numerous little items that are
tagged with extremely precise outlines in order to facilitate
the study of thing-thing interactions. According to certain
research articles [21], COCO is superior to other well-known
datasets that are often utilized. These datasets include IMAGE
NET, SUN, PATTERN ANALYSIS, STATISTICAL MODEL-
ING, and computational learning of visual object classes. The
size and classifications of the aforementioned dataset varied
greatly, although they were finely grained. It made use of
a variety of images from the outside world and from nature.
COCO was created for the purpose of detecting and classify-
ing items in their traditional natural setting. The MS COCO
2017 dataset covers a considerable number of dense objects,
tiny objects, and objects with large scale changes, including
92 categories, with each category having its own category
information and local label information. Sample images from
the MS- COCO 2017 dataset are shown in Fig. 2.

B. Pre-processing Stage
Image preprocessing is a multidimensional process where

the main goal of image enhancement is to change a image’s
characteristics so that they are more suited to a certain purpose
and viewer. One or more image characteristics are changed

throughout this operation. In this study, preprocess operations
like Grey conversion, Gaussian Blur, Image Resize, as well as
Histogram Equalization [23–25] are used. The sequence of
these operations is an important aspect in preparing images
before PCA feature extraction step. The concept of these
processes is explained briefly below.

1) Grey Scale Conversion
A procedure of mapping from a higher-level vector space

into a lower dimensional space is used to transform an image
from RGB (Red, Green, and Blue) space to greyscale space.
Grayscale images have a single channel (one dimension), 256
shades of gray, which are represented in 8-bit. The essential
feature of grayscale images is that they have equal levels of
red, green, and blue color. In some applications, it is necessary
to convert color images to grayscale, as some display and
image capture devices can only handle 8-bit images. The
conversion equation from RGB mode to grayscale is given by
(1).

Gray Scale Image= ((0.3×R)+(0.59×G)+(0.11×D))

(1)

2) Gaussian blur
A linear low-pass filter called Gaussian Blur is used to blur,

smooth, and remove noise from photographs. The Gaussian
Blur may be calculated using the following function.

G(x,y) =
1

(2π∂ 2)e

(
x2+y2

2σ2

)
(2)

In this context, the variables x and y denote the distances
from the reference point or origin in the horizontal and ver-
tical directions, respectively. Additionally, the σ variable
represents the standard deviation of the Gaussian distribution,
which is a measure of the spread of the probability density
function. Together, these parameters define the characteristics
of a two-dimensional Gaussian distribution, which can be
used in various applications such as image processing, signal
filtering, and statistical modeling. The value determines the
extent of the distribution and the relative influence of neigh-
boring points on the overall shape. Generally, as increases,
the distribution becomes wider and flatter, indicating a greater
degree of uncertainty or variation in the data.

3) Image Resize
The resizing process plays a key role in both reducing

and enhancing the size of the image. There are two ways to
interpolate a image: by down- or up-sampling the original
image. In many situations, selecting an accurate interpolation
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technique is crucial. In this study, we reduce the images resize
to (20×20); the image size determines the number of PCA
features.

4) Histogram Equalization
Histogram processing is a widely used method to enhance

images, where histograms are typically normalized by the to-
tal number of pixels in the image. A digital image’s histogram,
which has intensity levels between [0, L-1], is a discrete func-
tion. The histogram also serves as a cumulative distribution
function, which is crucial in computing histogram equaliza-
tion, as shown in equation (3). Histogram equalization is a
popular image enhancement method used in digital photogra-
phy to increase image intensity.

Cdf =
X

∑
i=1

h(i) (3)

where h shows the image’s histogram and X stands for the
grey value.

T[ pixel ] = round
((

cdf(x)− cdf(x)min

E∗ f− cdf(x)min

)
∗ ( L−1) (4)

C. Principal Component Analysis (PCA)
A mathematical approach called principal component anal-

ysis (PCA) [26], also known as Karhunen-Loeve expansion,
employs orthogonal transformations to examine and describe
the data. In order to create a set of values for a set of linearly
uncorrelated variables, a collection of characteristics of po-
tentially correlated variables must first be converted. PCA
has been applied in many areas, including signal processing,
image processing, and machine learning, as it enables the
representation of a function in terms of its key properties.
In order to discriminate between objects, PCA employs the
Eigenvectors technique, which involves extracting the distinc-
tive characteristics from the image and representing the target
objects as a linear combination of the so-called ”eigenvectors”
produced from the feature extraction process. The number of
features extracted in our study is 400, which depends on the
images size, which in our case is 20* as determined by the
subsequent procedure.

D. Indices for Model Evaluation
The model’s performance in multi-class image classifica-

tion was evaluated using four metrics, namely Accuracy, Re-
call, Precision, and F1-Score, based on the results obtained
from the testing set classification. These metrics provide a
comprehensive evaluation of the model’s performance across
all classes, with the Accuracy that is describing the overall
performance of the model (7), Recall that is measuring the
fraction of relevant instances retrieved (8), Precision that is

indicating the fraction of retrieved instances that are relevant
(9), and F1-score that is providing a balanced measure of re-
call and precision (10). These four indices [27] were chosen
as the primary evaluation metrics.

The analysis of our proposed object detection technique
for self-driving cars is presented in this section. TP represents
the number of correctly identified positive samples, FP repre-
sents the number of negative samples incorrectly identified as
positive, and FN represents the number of positive samples
predicted as negative, and TN represents the number of accu-
rately predicted samples belonging to the negative class by a
given model.

Algorithm 1: PCA Algorithm

Input: Processed Images.
Output: feature vector.
M The training set of all the images.
µ reflects the median Mean.
Sub reflect the average image µ after being subtracted..

Begin:
Step1: Make a training set of total M images to use in the

in computing the Average Mean as shown in the equation (5)

Avarage =
1
M

M

∑
n=1

Trainingimages(n) (5)

Step2: Subtract the original image from the Average
Mean as shown in the equation (Sub= Training images- Aver-
age).

Step3: Calculate the Covariance Matrix’s as shown in
equation (6).

covariance =
M

∑
n=1

sub(n)subT (n) (6)

Step4: Compute the eigenvectors and corresponding eigen-
values for the matrices.

Step5: Select the top Eigenvalues after sorting. We select
the M Eigenvectors that best characterize the set of greatest
eigenvalues that make up the group of eigenvectors. The
Eigenvectors can be adjusted or computed as needed to take
into account the appearance of fresh faces.

Step6: Project the training sample data onto Eigenvectors.

End

Accuracy =
Tp+TN

TP+Fp+TN+FN′ (7)

Recall =
Tp

TP+FN′ (8)
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precision =
Tp

Tp+Fp
(9)

F1− score =
2∗ Precision ∗ Recall

Precision + Recall
(10)

IV. DEEP LEARNING MODEL

The deep model utilized in our study, as illustrated in Fig. 3,
is a hybrid model that incorporates a sequence of convolution
layers featuring filters (kernels), pooling, and fully connected
layers. The model is designed to classify objects and gen-
erate probabilistic values ranging from 0 to 1. Specifically,
the proposed deep model consists of a one-dimensional net-
work layer comprising 26 layers. The utilization of 1D CNNs
offers the benefit of minimal computational demands, render-
ing it suitable for real-time applications. Additionally, the
straightforward and condensed structure of 1D CNNs permits
low-cost hardware implementation.

The present study investigates the viability of a low-cost
hardware implementation strategy for a neural network ar-
chitecture consisting of eight deep layers that are formed by
one-directional convolutional layers. The utilization of a 1D
convolutional layer involves the creation of a convolution ker-
nel that traverses a singular spatial or temporal dimension,
resulting in the generation of a tensor of outputs. Addition-
ally, the implementation of fully connected layers is achieved
through the utilization of Dense layers, which are the most
commonly employed and frequently utilized layer type. The
Dense layer executes a specific operation on the input and
then subsequently returns the output.

The remaining layers comprise of six Maxpooling layers.
The process of downsampling the input representation of 1D
temporal data through the use of a maxpooling operation in-
volves selecting the maximum value within a defined window
size. The inclusion of a Max pooling layer between convolu-
tional layers results in an increase in spatial abstractness as
feature abstractness increases. Maxpooling is a process that
involves computing the maximum value within each patch of
a given feature map.

The neural network architecture comprises of a single nor-
malization layer, which is represented by a flattened layer.
This layer takes the output of the preceding layers, flattens
them, and converts them into a singular vector that can be
utilized as an input for the subsequent stage. Furthermore,
there are seven leaky rectified linear units (leaky RELU) ac-
tivation layers. The RELU activation function was observed

to enhance the training efficiency of deep neural networks
in contrast to conventional activation functions, owing to its
derivative being equal to 1 for positive inputs.

The features (3,713,600) are partitioned into receptive
fields which are then utilized as inputs for convolutional lay-
ers. The neural network comprises a set of layers that are
sequentially stacked on top of each other, with an input size
of 400 features. The convolutional layers in this study utilize
filters of varying sizes, specifically 16, 32, 64, 128, 256, 512,
and 1024, as well as 485; each with a kernel size of 3, a stride
of 1, and identical padding. The Maxpooling layers exhibit
a stride of 1, a pool size of 2, and employ the same padding
technique. Conversely, the linear collectors or Dense layers
employ varying kernel sizes of 512, 256, 128, and 92, respec-
tively, and are associated with distinct activation functions.
Specifically, the first three layers utilize the linear activation
function, while the last layer employs the softmax activation
function.

V. RESULTS

The model was implemented using the open-source deep
learning framework, Keras, with Python programming lan-
guage. All experiments were conducted on a Windows 10
Laptop with a 2.60GHz Intel(R), Core(TM) i7-10750H CPU
(16 GB memory) and a NVIDIA GeForce GTX1660Ti GPU
(6 GB memory). For our detection experiment, we used a
modified version of the Ms-COCO 2017 dataset, which con-
sists of 92 classes. In this paper, we fed 3,713,600 PCA
features extracted from our dataset, which consists of 400
features extracted from one image multiplied by 9284 (the
total number of dataset images) as inputs to the network. PCA
features were divided into 80 % training samples and 20%
test samples.

Accuracy, Precision, Recall, and F1-score were the four
performance indicators chosen to assess the model. Fig. 4
shows the performance indices parameters that were attained
in our model for the various 92 classes. Moreover, the pro-
posed model shows promising results in accuracy, where it
achieves 99.96% in both training and validation phases as
explained in Fig. 5. The proposed deep model contains a
total of 3,162,741 parameters and is trained across 100 epochs.
The key benefit of the proposed model is that it reduces com-
puting time since one epoch’s training takes about 46 seconds,
as shown in Fig. 6. The proposed model is also conducted
in real-time mode, hence collected data from various Iraq
locations are employed, and samples of the precise findings
are displayed in the image. We have demonstrated a variety
of items that the suggested
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Inputs 400*1
Features Rows

Conv 1D
S=1, K=3, F=16

Leaky ReLU

MaxPooling 1D 
S=2, Size=2, F=16

Leaky ReLU

Conv 1D
S=1, K=3, F=32

MaxPooling 1D 
S=2, Size=2, F=32

Conv 1D
S=1, K=3, F=64

Leaky ReLU

MaxPooling 1D 
S=2, Size=2, F=64

MaxPooling 1D 
S=2, Size=2, F=128

Leaky ReLU

Conv 1D
S=1, K=3, F=128

MaxPooling 1D 
S=2, Size=2, F=25

Leaky ReLU

Conv 1D
S=1, K=3, F=256

MaxPooling 1D 
S=2, Size=2, F=512

Leaky ReLU

Conv 1D
S=1, K=3, F=512

Conv 1D
S=1, K=3, F=1024

Leaky ReLU

Dense F =128
Linear

Dense F =512
Linear

Dense F =256
Linear

Conv 1D
S=1, K=3, F=485

Flatten

Dense F =92
Softmax

Fig. 3. Block diagram of the proposed deep model construction.
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TABLE I.
COMPARISON SUMMARIZATION

Tao Chen et al [13] 2017 S-CNN 49.5
Yousong
Zhu [14] 2017 S-CNN 49.5

Hongyu Xu et al [15] 2018 Deep regionlets, 59.5
Ashwan
Kumar et al. [16] 2019 Proposed approach modified faster r sun+ ssd with additional layers 78.68

Tao Zhang [17] 2020 Modified M2DET 44.2
Manoj
Acharya [18] 2020 RODEO 82.9

Ehtesham,
Hassan et al [19] 2020 Novel object detection approach which fuses hand crafted features with the latest version of yolo detectors The best experiments resulted at 37.7

Shilpa Sethi et al. [20] 2021
Resdet 50
Alextet
Mobile Net

98.2

K.
Vaishnavi et al. [22] 2023 Modified SSD 97.50

Our
Proposed
Model

2023 Hybrid model 99.96

Fig. 4. The performance indices of the proposed model.

Fig. 5. Resulting accuracy.

Fig. 6. Computational time for epoch training.

Fig. 7. object detection samples of the proposed deep model.
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Fig. 8. (a-f) Object Detection samples of our deep model
(cont.)

method discovered, along with their corresponding class
labels as shown in Fig. 7.

VI. CONCLUSIONS

Self-driving cars require robust object detection techniques
to operate safely and efficiently. In this paper, we propose a
novel approach for object detection that leverages PCA feature
extraction and a hybrid deep learning model to achieve state-
of-the-art performance. We describe the detailed methodology
for fusing PCA features with our detector model and evalu-
ate its performance on the COCO dataset. To enhance the
model’s capabilities, we employ a MS- COCO2017 dataset
and perform a series of image augmentation techniques to
generate millions of images. Our model is trained on 92 dif-
ferent object classes. We conducted extensive experiments
on our dataset and evaluated the performance of our model
using several metrics: Accuracy, Precision, Recall, and F1-
score. This analysis allowed us to identify the strengths and
weaknesses of our approach. To further improve accuracy,
we employed rigorous training and verification procedures,
resulting in a high-performing model with an accuracy of
99.96% in both the training phase and the testing phase. Our
proposed approach represents a significant advancement in
object detection for self-driving cars, with the potential to en-
hance the safety and reliability of autonomous vehicles, with
minor additions can be applied with hardware equipment’s.
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