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Abstract
The phenomenal rise of the Internet in recent years, as well as the expansion of capacity in today’s networks, have
provided both inspiration and incentive for the development of new services that combine phone, video, and text ”over
IP.” Although unicast communications have been prevalent in the past, there is an increasing demand for multicast
communications from both Internet Service Providers (ISPs) and content or media providers and distributors. Indeed,
multicasting is increasingly being used as a green verbal exchange mechanism for institution-oriented programmers
on the Internet, such as video conferencing, interactive college games, video on demand (VoD), TV over the Internet,
e-learning, software programme updates, database replication, and broadcasting inventory charges. However, the lack of
security within the multicast verbal exchange model prevents the effective and large-scale adoption of such important
company multi-celebration activities. This situation prompted a slew of research projects that addressed a variety of
issues related to multicast security, including confidentiality, authentication, watermarking, and access control. These
issues should be viewed within the context of the safety regulations that work in the specific conditions. For example, in
a public inventory charge broadcast, while identification is a vital necessity, secrecy is not. In contrast, video-convention
programme requires both identification and confidentiality. This study gives a complete examination and comparison of
the issues of group key management. Both network-dependent and network-independent approaches are used. The study
also addresses the advantages, disadvantages, and security problems of various protocols.
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I. INTRODUCTION

The relevance of institution dialogue involving more than
nodes can be fully grasped from continuous real-time applica-
tions like as email, Skype, chat, Facebook, Twitter, and online
games, among others. While enterprise communication has
seen rapid growth in today’s networking environment, security
remains a significant challenge. Aside from social networks,
more secure environments, such as a naval network, where
sensitive information is transmitted, necessitate a personal
and consistent environment for information transmission, club
control, and key control. As a result, the security of institu-

tion discussion is dependent on the secrecy and energy of the
institution key employed. Initialization, generation, registra-
tion, backup, update, recovery and revocation are the main
phases of key lifecycle. Key management is more crucial
in group-based communication in non-network where group
management has to be managed with key management. It is
one of the major concerned with objectives of maintaining
the integrity of communicated messages between the group
members of non-network.

The key status quo in a group could be key settlement
and key distribution. Every cooperating node contribution is
required to generate a key and ensure that it is newly gener-
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ated. In a key distribution strategy, one collaborating node is
responsible for producing and distributing the critical thing to
all participating nodes of the institution dialogue. Another cru-
cial feature is a rekeying procedure for when the club changes
within the dynamic environment.

The institution key control protocols depicted in Fig. 1
are normally classified as Network impartial mostly based
totally and Network established largely based totally [1–4].
The community impartial primarily based totally key control
protocol is further classified as centralized, decentralized, and
distributed key control protocols, whereas the community
established primarily based totally key control is classified as
tree-based totally and cluster-based totally key control [5, 6].

The role of key control also includes contributing member
authentication to prevent intruders from impersonating one
and providing access management to authenticate the joining
procedure. Furthermore, the key control employs a variety
of cryptographic procedures in manufacturing and distribut-
ing keys that might be symmetric or unequal for consistent
institution communication.

II. NECESSITY OF GROUP KEY
MANAGEMENT

Confidentiality, integrity, and authenticity are the fundamen-
tal security criteria. The main requirements can be divided
into three categories: performance requirements, efficiency
requirements, and safety requirements [7–9]. Efficient group
key management techniques must consider multiple criteria
such as security, service quality, key server resources, and
group member resources [10].

A. Security Requirements
1. According to the Forward Secret, individuals who have

left the group must not have access to keys in the future.
Because of this, a member cannot decrypt data after
leaving the group. The best way to guarantee forward
secrecy is to re-encrypt the pool with a new TEK upon
each exit from the pool [8].

2. In order to maintain reverse secrecy, a new user that
joins the session must not have access to the old keys.
This makes sure that someone who joins the group later
cannot decrypt the data being sent. The best option is
to encrypt the group with a new TEK after each group
join in order to guarantee backward secrecy.

3. The absence of collusion necessitates that no rogue user
group can obtain the encryption key from legitimate
traffic.

4. Key Independence: A protocol is deemed key indepen-
dent if the revelation of one key has no impact on the

Fig. 1. Classification of Group Key Management (GKM)
Schemes [1–6]

security of any other keys [11–13].

5. Minimum trust: A large number of entities should not
have confidence in the key management system. Oth-
erwise, it would be difficult to deploy the system effec-
tively.

B. QoS Requirement
1. Low message overhead: Rekeying groups should not

consume a lot of bandwidth, especially for dynamic
groups. Idealistically, this ought to be unrelated to
group size.

2. 1-affects-n: A procedure exhibits the 1-affects-n phe-
nomenon if a single change in the membership of the
group has an impact on every other member. This usu-
ally happens when a single membership change neces-
sitates the adoption of a new TEK by the entire group.

3. Minimal Delays: Many multicast-dependent applica-
tions (usually multimedia applications) are sensitive to
packet delivery jitter and delays.
Any key management system should, therefore, take
this into account and try to reduce how key management
affects packet delivery delays.

C. Group Member Resources
1. Limited storage space refers to the small number of

keys required for communication, enabling efficient op-
eration of key servers and speedy access from memory.
Greater storage may necessitate more processing power
and memory for key management [14, 15].

2. Low computing power: The computation was low if the
group members and key server both use the minimum
number of keys. Improved efficacy and responsiveness
of key servers to group members is a benefit of less
commute [16, 17].
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III. NETWORK INDEPENDENT SCHEMES

Any user connected to a wireless network can access the
delivered packets because it uses a shared media. Through
the use of encryption techniques, access can be restricted
to the group [18]. Therefore, to prevent unauthorized users
from viewing the data, it might be encrypted utilizing shared
key communication. The shared encryption key (TEK), also
known as the traffic encryption key or group key. The safety
of group communication completely depends on this, and it is
the key [19, 20].

A. Centralized Group Key Management Schemes
In a centralized system, group communication is handled by
a single entity. This entity is responsible for key creation,
distribution, and management. The following are the major
disadvantages of a centralized scheme:

Because the efficacy of group communication is based
on a single centralized organization, rekeying becomes an
administrative burden as the group size increases. The number
of keys required to be stored for a session. There is just
one failure point. When a new member joins the club or an
existing member leaf, the difficulty of maintaining forward
and backward secrecy arises. Expelled members must work
together and disclose their own information in order to reclaim
access to the group key.

In wireless contexts, centralized group key management
is used. To facilitate key management during key distribu-
tion and updating, schemes such as LKH [21] and OFT [22]
use a single KDC (Key Distribution Centre) with a hierar-
chical key structure. In a large and highly dynamic wireless
group application, frequent rekeying may overload the capa-
bility of a single KDC, resulting in key management activities
failing [11]. This failure would threaten the group applica-
tion’s security. Additionally, as the number of group members
increases, members must handle an increasing number of
rekeying messages. The frequent keying required by a big
group with changing membership may exceed the capabilities
of lightweight mobile devices. The first issue encountered is
the inability of centralized systems in wireless networks to
cope with rising group size (i.e., lack of scalability). Central-
ized group key management systems are the most well-known
and commonly utilized schemes [23–27]. The centralized
key management strategy is further classified as paired key
technique [21, 22], key centre group identity, making a group
key, group key distribution, key regeneration, secure lock
approach, keys hierarchy approach, and one way function
trees.

The pairwise key method: The single point entity in this
approach shares pairwise keys with each group member. The
Group Key Management Protocol (GKMP) is an example of
this method. GKMP is a mechanism described in [21, 22]

that combines pairwise key generation with key distribution
techniques from a Key Distribution Centre (KDC) to distribute
a symmetric key to a member of a multicast group.

The Key Centre Group’s identity: The initiator of the mul-
ticast group acquires a group management certificate from the
certification hierarchy. The certificate holder is solely respon-
sible for the group key’s development and dissemination.

Making a Group Key: The Group Key Management (GKM)
program, when contacted, picks a group member and gener-
ates a Group Key Packet (GKP) on behalf of the certificate
holder. GKP holds the paired key (the current Group Traffic
Encrypting Key (GTEK) and a future Group Key Encrypting
Key (GKEK).

Key Distribution in a Group: The GKM contacts each
group member and validates and generates a group session
key (session TEK and KEK) and group rekey (EKEK (GKP)),
both of which are signed with the originator’s certificate.

Regeneration of Keys: When a new member joins the
group, the GKM program acts as an originator and generates
a new GKP and a new group rekey (encrypted with GKEK),
which are then broadcast to the group members.

Secure Lock Approach: When a member exits in a single
broadcast, a single point entity establishes a group key or a
rekey operation, according to the researchers in [28]. The cen-
tral entity computes the Chinese Remainder for each message
before sending it to a group member, however the number of
rekey messages is greatly reduced.

Keys Hierarchy Approach: The central entity reduces the
overhead associated with rekeying by distributing the secret
keys with subgroups of the entire secure group. As a result,
when a member leaves the current session, the central entity
distributes the new TEK using the secret keys provided with
subgroups because the departing member is unaware of the
shared secret keys. This approach also uses pairwise keys and
trades off storage overhead for reduced rekeying overhead.
The hierarchy technique is used by protocols such as Logical
Key Hierarchy (LKH), One Way Function Trees (OFT), and
Centralized Flat Table Key Management (CFKM).

In LKH [29–31], the TEK is held by the tree’s root. The
nodes in the tree’s interior layers, known as KEKs, hold keys
along the path from a leaf to itself, whilst the leaves of the
tree hold the secret keys shared by the group members. A
balanced binary tree member can only have 1 + log2n keys,
where n is the number of group members. Fig. 2 depicts the
key hierarchy in LKS. OFT is a LKH extension project. The
number of rekey messages is reduced by half to log2n. In
OFT [32, 33], group members compute KEKs, whereas the
root entity is in charge in LKH. As a result, when compared
to the LKH approach, the number of messages required for
rekeying is cut in half with this strategy. OFT is related to
another approach, one way Function Chain tree [34]. This
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Fig. 2. Hierarchy of Keys in LKH [21]

technique works similarly to OFT, except instead of a one-
way function, it uses a pseudo random generator to generate
new KEKs. The CFKM approach introduced in [35] saves
keys in flat tables to lower the cost of key management by
the central entity. The table entries contain one TEK and two
KEK entries, where w is the number of bits in the member id
(preferably IP address).

TABLE I shows the efficiency of the Centralized key Man-
agement strategies discussed thus far. In TABLE I, Kb is the
key size in bits, h is the tree height, Id is the number of bits in
the member ID, and gm is the number of group members.

B. Decentralized Group Key Management Schemes
Decentralized architecture addresses scalability for group key
management in a vast area by separating the overall group into
multiple tiny subgroups. These techniques are appropriate for
managing group keys in large-scale wireless networks such as
cellular networks, WiMax [36,37], and future 4G systems [38].
Furthermore, the only method to address the 1-affect-N issue,
which must also be considered when dealing with wireless
networks, is through decentralized architecture. In contrast,
decentralized architecture simply provides a framework for
large-scale group key management; it does not propose a way
for efficiently distributing keying materials to group members
in subgroups. As a result, decentralized architecture must
interact with other group key management methodologies in
order to provide an integrated solution for group key man-
agement in wireless networks. Furthermore, third-party enti-
ties are typically involved in wireless network decentralized
systems. Wireless network operators and secure group appli-
cation providers are often distinct businesses. Trust must be
established between them, which is a crucial security risk that
wireless group key management techniques must handle as
well. The protocols based on decentralized GKM techniques
include intra-domain group key management (IGKMP), Scal-
able Multicast Key Distribution (SMKD), Dual-Encryption
Protocol (DEP), Hydra, Kronos, and Marks Protocols. The

IGKMP architecture suggested in [39,40] divides the network
into administratively scoped regions, with a Domain Key Dis-
tributor (DKD) and an Area Key Distributor (AKD) for each
accessible area. The DKD is in charge of developing the
group’s key TEK and disseminating it to members via AKD.

The IGKMP architecture is depicted in Fig. 3. DKD and
AKD are assigned to the all-KD-group multicast group, where
DKD keeps watch and AKD keeps track of members.

Failure of DKD results in a breakdown in overall group
communication, whereas failure of AKD results in a break-
down in particular area communication.

The SMKD suggested in [41] uses the Core Based Tree
(CBT) multicast routing protocol to build a multicast tree. A
primary central entity and secondary entity cores make up the
CBT. The primary core entity produces an Access Control
List (ACL), a group session key (GTEK), and a key encryp-
tion key (GKEK) in order to update GTEK. These keys are
given to secondary cores and other nodes when they join the
multicast tree once the joining nodes have been authenticated.
The central core is the only entity that generates session keys;
the secondary core is authenticated by the primary core, which
in turn authenticates the joining members and distributes the
keys via the ACL. Forward secrecy in SKMD is still a prob-
lem that has not been solved. The issue of trusting third
parties is resolved by this decentralized time driven protocol
because there are many available intermediary nodes in the
decentralized method.

Members of the DEP [42] subgroups are organized hier-
archically, with a Sub-Group Manager (SGM) in charge of
each subgroup. In this instance, there are three KEKs and one
DEK (Date Encryption Key). A SGMi and the individuals
in its subgroup have KEKi1. The members of subgroup I,
with the exception of SGMi, and the Group Controller (GC),
share KEKi2. Finally, SGMi and GC share KEKi3. By first
encrypting the DEK produced by the GC with KEKi2, and
then encrypting it once more with KEKi3, the DEK is trans-
mitted to the group members and the GC. Before transmitting
the encrypted DEK packet to subgroup i, SGMi first decrypts
it with KEKi3 and then re-encrypts it with KEKi1, which is
shared by the members of the subgroup. Now, each member
of subgroup I decrypts the message using KEKi1 and KEKi2,
recovering the DEK along the way. Members who own both
keys are the only ones who can access DEK. Because they
are unable to access DEK because they are unfamiliar with
KEKi2, SGMs end up being a reliable third party. Every time
a member of the subgroup i enters or leaves, SGMi updates
KEKi1 and transmits it to the members of the subgroup i.

Due to modifications in DEK, subgroup I members who
have not yet received the new KEKi1 will not be able to access
resources. If DEK keeps the same, a forward secrecy issue
arises since members who did not get KEKi1 can still access
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TABLE I.
SUMMARIZATION OF CENTRALIZED GKM SCHEME’S COMPARISON

Protocol Source [21, 22] [29, 30] [32, 33] [35]

1-affects-n ✓ ✓ ✓ ✓

FSa X ✓ ✓ ✓

BSb ✓ ✓ ✓ ✓

CFc ✓ ✓ ✓ X

ORd

Joining 2K (2h–1)Kb (h+1)Kb 2IdKb

Leaving - Id + 2hKb Id+(h+1)Kb 2IdKb

Overhead Status ✓ - - -

OSe

KDC 2K (2gm–1)Kb (2gm–1)Kb (2Id+1)Kb

Member 2K (h+1)Kb (h+1)Kb (Id+1)Kb

Overhead Status - ✓ ✓ ✓

a. Forward Secrecy b. Backward Secrecy c. Collision from Freedom d. Overhead in Rekey e. Overhead in Storage

Fig. 3. Architecture of Intra-Domain Group Key Management

the multicast session.
The Hydra protocol [43] ensures that fresh group keys

are generated by a single trusted HS whenever a departure
or joining action takes place by adopting a decentralized
group key management mechanism to divide the session group
into smaller subgroups and send the group key to all HS via
SGKDP. Rekeying happens at regular periods of time using
the time-driven Kronos technique, regardless of whether peo-
ple join or leave the group. The architecture of Kronos, as
it is described in [44], is similar to IGKMP. In contrast to
IGKMP, AKD is in responsible of generating the group key
and distributing it on a regular basis to members within its
zone. All AKD clocks are synchronized so that all AKDs
agree on the rekeying time period in order to have the same
group key communicated after a period of time. For clock syn-
chronization (NTP), the Network Time Protocol is suggested.

Apart from synchronization, all AKDs must agree on two
secret factors, R0 (an initial value) and K, the master key, both
of which are supplied by DKD via a secure channel. These
hidden elements are used by AKDs to generate subsequent
keys. MARKS were suggested in [45]. In this time-driven
technique, the time slices at which rekeying is performed are
safeguarded by encrypting each time slice with a unique key.
The encryption keys utilized in the architecture are generated
from a single seed and serve as leaf nodes in a binary hash
tree. Internal nodes are also referred to as seeds.

TABLE II illustrates the performance of the membership-
driven approach and time-driven approach protocols of a de-
centralized group key management scheme. Key indepen-
dence, subgroup rekeying, and central rekeying are among
the factors used to compare the protocols. Aside from these
characteristics, protocols are labeled as fault tolerant or not.

TABLE II.
SUMMARIZES THE PERFORMANCE OF DECENTRALIZED
GKM SCHEME’S COMPARISON

Protocol
Source

KIa 1-affects-n LRb Rekey FTc

[39, 40] ✓ ✓ X ✓ X
[41] ✓ ✓ X X X
[42] ✓ ✓ X X X
[43] ✓ ✓ X ✓ ✓
[44] X X X X ✓
[45] X X X X ✓

a. Key Independence b. Local Rekey c. Fault Tolerance
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C. Distributed Group Key Management Schemes
The distributed GKM approach requires the multicast ses-
sion’s group members to collaborate in order to generate the
required group key. Because there is no group controller in-
volved, this strategy makes the system failure-tolerant. How-
ever, when the group membership changes, the distributed key
management scheme compromises the security mechanisms;
second, as the group size grows, processing time and com-
munication overhead increase; and third, in order to ensure
reliable communication, each member must keep track of the
other members participating in the multicast session.

This key management strategy is further classified into
three types based on the virtual topology created by the work-
ing group members: ring-based collaboration, hierarchy-based
cooperation, and broadcast-based cooperation.

The following variables affect the dispersed approach:

• The quantity of rounds necessary for processing and
communication.

• The quantity of messages that will be sent and received
by the group members.

• Group key is generated computationally.

List of protocols based on the ring, hierarchy and broad-
cast cooperation in distributed GKM scheme is given Fig.
4.

Ring-based group key management players form a virtual
ring. The protocol described by Ingemarson et al. in [46] is an
example of a protocol based on this category. This protocol
is an adaptation of the Diffie Hellman key agreement mecha-
nism for group communication. The group’s members create
a virtual ring. When the group membership changes, the en-
tire process must be performed to generate the new group
key. The DFM protocol [47] defines a two-party Diffie Hell-
man key exchange protocol [48] to n-party communication
extension. Each member of the group agrees on two primes.
Each player chooses their own secret key. Initially, the first
member computes its key and passes it to the second member,
who computes its key and passes the combined key to the
third member, who repeats the process until it reaches the last
member. The final member broadcasts the final key to the
entire group after computing it. Each member extracts their
own intermediate value and generates k when acquiring the
group key.

The Octopus protocol [49] is an enhancement to the Diffie
Hellman Key (DHK) exchange mechanism. The multicast
group is divided into subgroups of four members each. Each
subgroup determines and computes the intermediate key sub-
group value, which it then shares with the other subgroups.
Each subgroup’s leader is in charge of exchanging the inter-
mediate key I. A tree structure is used in the STR technique,

Fig. 4. Categorization of Distributed GKM Scheme

which was devised in [50]. Because the tree is arranged lin-
early, determining the group key takes O(n) time. Each tree
member is in charge of storing and preserving all public keys
connected with the tree’s nodes. When a member joins or
leaves, the tree is rebuilt, and all members change the group
key to create a new key kn that is linked to the tree’s root. The
D-LKH protocol has no GC [51]. The generated hierarchy
is divided into two subtrees, left and right, with row subtree
members agreeing on a mutual group key for encryption.

D-OFT [52] is a centralized approach that does not have
a group controller. Every member of the team is in charge
of access control and key creation. Each member creates
their own key and sends a blindfolded version to their sister.
D-FT [28] members only know their KEKs. The distributed
technique has the disadvantage of requiring a new member to
contact a group of members in order to get all of the necessary
keys. Because numerous members may be changing the same
key at the same time, key synchronization may be delayed.

The Fiat and Naor protocols are based on Diffie Hellman
property [53]. A trusted and dependable center T initiates the
system under this protocol. T chooses two prime numbers, p
and q, and broadcasts the formula n = p.q to all nodes. T then
generates and conceals a random number g. T transmits two
random xi values and a key i to new member Mi when she
joins the group. To get an agreement on a group key K, each
member broadcasts their xi values and therefore computes K.

CKA is proposed in [54] as a distributed technique in
which all members of the group contribute to the production
of the group key. K = f(N1, h(N2),..., h(Nn)), where f is the
combining function (a MAC), h is a one-way function, n is the
number of group members, and Ni is the contribution from
group member i. The protocol requires n1 members to make
their contributions public (Ni). The group leader, for example,
U1, encrypts and transmits its contribution (N1) using each
member’s public key. Everyone in the group who has the
public key can decrypt and generate the group key.

The Burmester and Desmedt protocol [55] is a three-round
distributed key management protocol. The member mi ran-
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domly generates ri and broadcasts Zi. Member mi computes
and broadcasts Xi. The key Kn is determined by the member
mi. This protocol requires n+1 exponentiations per member,
with the exponent in all but one case being at most n1. This
protocol has the problem of requiring 2n broadcast messages.

Distributed key exchange scheme requirements are de-
scribed in TABLE III. The number of rounds, the number of
multicast messages required, the Diffie Hellman keys, and
the number of required leaders are all compared. Because all
group members contribute in creating the required group key
under the distributed approach, every member must do the
required computations again when a member joins or leaves
the group, this technique addresses the 1-affects-n problem.

IV. NETWORK INDEPENDENT SCHEMES

Wireless networks cannot support network-independent group
key management protocols. To execute efficient group key
management across wireless networks, group key manage-
ment protocols should be network dependent. To be imple-
mented or run efficiently, such group key management meth-
ods must rely on elements of the underlying network architec-
ture. One of the biggest issues of network-dependent group
key management protocols is supporting mobile multicast,
in which members travel across the wireless network while
continuing to receive their subscribed multicast services.

To receive multicast services efficiently, members must be
moved from one location to another throughout the network,
adding complexity to key management and traffic control.

The difficulty of key handling emerges whenever a mem-
ber quits or joins the group, increasing the group’s complexity
both intra and interdomain, so that data transmission secu-
rity is maintained while overall system performance is unaf-
fected. The methods listed for mobile multicast security group
key management are classified into two types: tree-based
and cluster-based techniques. Tree-based approaches include
Topology Matching Key Management Tree (TMKM) [56, 57],
A Hybrid Key Management Scheme (HKM) [58], and WANG
Approach [59, 60], whereas cluster-based approaches include
Gharout et al. protocol [61,62], Kellil et al. protocol [63], and
Group Key Management Framework (GKMF) protocol [64].

A. Tree Based Approach
The TMKM [56,57] protocol implements a LKH key tree with
a three-level topological structure. The network is divided
into three components: mobile users, Base Stations (BS),
and a Supervisor Host (SH). The SH-controlled BSs handle
keys within their cell and broadcast group key information
to their members. The SH handles mobile user routing and
creates the necessary keys for secure group communication,
such as the group key (TEK) and supporting keys. When
members move across cells, an efficient handoff mechanism

TABLE III.
SUMMARIZE THE PERFORMANCE OF DISTRIBUTED GKM
SCHEME’S COMPARISON

Protocol Source NCa MMb DH-Kc LRd

[28] Y - X ✓
[46] m-1 - ✓ X
[47] Y m ✓ X
[49] 2(m-1)/4+2 - ✓ ✓
[50] Y m ✓ X
[51] 3 1 X ✓
[52] log2n - X X
[53] 2 m ✓ ✓
[54] 3 m X ✓
[55] 3 2m X X

a. Number of Cycles b. Multicast Messages c. DH-Key d.
Leader Requirements

relocates the user in the TMKM tree. HKM is a wireless
environment concept by [58] that is similar to TMKM and
includes Topology Matching (TM) and Topology Independent
(TI) sub-trees. The HKM tree handles both high mobility and
low mobility members by combining the capabilities of two
key management trees, TIKM trees and TMKM trees, and
eliminating rekeying overheads during the handoff process.
Thanks to these methods, which allow rekeying messages for
low mobility users to be relayed to the designated location,
rekeying messages for high mobility users only need to be
broadcast when the users leave the group, regardless of the
number of handoffs taking place. The high mobility users are
classified into the TI sub tree of the HKM tree, whereas the
low mobility users are divided into the TM sub tree. High and
poor mobility are assessed based on the member’s movement
velocity. In [59, 60] present a distributed network-dependent
group key management system with group members divided
into leader units and general member units. The leader units
are in charge of the primary management. This protocol also
manages null area re-keying when members switch cells. This
technique employs a handoff member mechanism to deal with
member mobility. The mechanism is made up of a two-tier
logical architecture that correlates to the cellular network
structure. In this two-tier system, the key server significantly
reduces the communication overhead that occurs during key
updating. The network entities used (CKS) are Group Key
Servers (GKS) and Independent Cell Key Servers (ICKS).

B. Cluster Based Approach
In [61, 62] a novel key management protocol with the goal
of providing secure group communication in a mobile net-
work environment while requiring no rekeying. The technique
uses independent TEK for each subgroup, which overcomes
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the 1-affect-n phenomena. The network realities are the Do-
main Key Distributors (DKDs), which oversee all of the Area
Key Distributors (AKDs) under its control, and AKDs, which
execute critical operations for their area as well as authen-
ticate mobile members. The sharing members are divided
into clusters, with each cluster regulated by one DKD on the
sphere and at least one AKD on the region. No rekeying is re-
quired when a member transfers inside the same cluster, which
improves the rekeying procedure for AKDs under the same
DKD. This approach guarantees forward and reverse secrecy
services. Mobile members participating in several sessions
must store multiple encryption keys, resulting in storehouse
outflow. This solution does not address the complexities of
rekeying when members transfer between clusters.

Decentralized area re-keying techniques for mobile mul-
ticast communication that address member mobility are sug-
gested in [63]. This technique reduces the overhead of area
rekeying by using two unique rekeying mechanisms for static
and mobile members. The ability to move between locations
ensures backward and forward secrecy. The protocol suffers
from the 1-affects-n phenomena and is unable to handle highly
dynamic and mobile members due to numerous rekey requests
because it uses a common TEK method.

The primary purpose of GKMF [64] is to provide Se-
cure Group Communication in Wireless Mobile Environments.
The protocol employs lists to handle the dynamic members
of the cellular network environment. There are two kinds
of network entities: primary entities and placement entities.
Based on these entities, the participating members or nodes
are divided into two levels: domain level and area level. DKM
(Domain Key Manager) entities generate, distribute, store,
and remove all key material required at the domain level. The
entity at the area level is the Area Key Manager. It supervises
the members of its group and is in charge of key management
in its domain. GKMF uses shared symmetric keys to con-
struct safe associations at several levels, ensuring a reliable
link between communicating entities. The protocol’s oppos-
ing side suffers from storage overhead because a large number
of utilized keys must be kept. Because it does not handle
the re-keying operation in the area from which the member
is exiting, the protocol does not ensure forward secrecy and
suffers from 1-affect-n owing to a common TEK. Because
area and TEK rekeying are conducted separately, the protocol
provides backward secrecy but introduces a joining delay.

TABLE IV analyzes network-dependent protocols based
on factors such as key dependency, the 1-affects-n phenomenon,
handling multiple membership changes, scalability, security
service support, fault tolerance, and rekey overhead. The
Wang technique, as compared to other protocols under con-
sideration, may operate in heterogeneous wireless networks.
The centralized nature of the protocol (TMKM, HKM) results

TABLE IV.
SUMMARIZATION OF THE PERFORMANCE OF A NETWORK
DEPENDENT GKM SCHEME’S COMPARISON

Scheme Protocol Source
[56,

57] [58]
[59,

60]
[61,

62] [63] [64]
TAa /CAb TA TA TA CA CA CA

KIc ✓ ✓ ✓ ✓ ✓ ✓
1-affects-n ✓ ✓ ✓ ✓ ✓ ✓
MMCSd X X ✓ X X X

Se ✓ ✓ ✓ ✓ X X
SSf X X ✓ ✓ X X
FTg X X ✓ ✓ X X
ORh ✓ X ✓ X ✓ ✓

a. Tree based Approach b. Cluster Based Approach c. Key
Independence d. Multiple Membership Change Support
Requirements e. Scalability f. Security Service g. Fault

Tolerance h. Overhead of Rekey

in a single point of failure, and the number of tree levels in
the protocol structure also has a substantial influence on per-
formance when more handoffs carried over. There is a single
point of failure in the protocols outlined in [63] and GKMF.

V. CONCLUSION

The study explores various ways to group key management
in both network and non-network situations. The poll clearly
demonstrates that each protocol has distinct characteristics,
regardless of whether it employs a centralized, decentralized,
or distributed structure. The centralized strategy is easy to
implement. Scalability is made possible via the decentralized
framework. The distributed framework structure allows ev-
ery participant to participate in key management activities
by splitting the members of the participating group into sub-
groups. The security of the TEK used is critical to the success
of multicast communication. As a result, effective group key
management is required to produce, distribute, and update the
group key in a secure manner over an unprotected connection.
The survey addresses the use of a common TEK method and
an independent TEK approach for each subgroup. To propose
an effective key management system, variables such as de-
lay, the 1-affect-n phenomenon, storage overhead, and rekey
overhead must be properly considered. The resource con-
straints, bandwidth constraints, highly dynamic environment,
and rapidly changing membership must all be considered
for effective key management and successful multicast com-
munication in the cellular network environment. The study
conducted a meta-analysis on GKMP for non-networks such
as MANETs or VANETs to demonstrate the effectiveness of
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security algorithms in non-networks. The study also high-
lighted new contributions and research activities, along with
crucial features that will guide future researchers in design-
ing safe, secure, and efficient non-network communication
models.
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