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Abstract

Advancements in internet accessibility and the affordability of digital picture sensors have led to the proliferation
of extensive image databases utilized across a multitude of applications. Addressing the semantic gap between low-
level attributes and human visual perception has become pivotal in refining Content Based Image Retrieval (CBIR)
methodologies, especially within this context. As this field is intensely researched, numerous efficient algorithms for
CBIR systems have surfaced, precipitating significant progress in the artificial intelligence field. In this study, we
propose employing a hard voting ensemble approach on features derived from three robust deep learning architectures:
Inception, Exception, and Mobilenet. This is aimed at bridging the divide between low-level image features and human
visual perception. The Euclidean method is adopted to determine the similarity metric between the query image and the
features database. The outcome was a noticeable improvement in image retrieval accuracy. We applied our approach
to a practical dataset named CBIR 50, which encompasses categories such as mobile phones, cars, cameras, and cats.
The effectiveness of our method was thereby validated. Our approach outshone existing CBIR algorithms with superior
accuracy (ACC), precision (PREC), recall (REC), and F1-score (F1-S), proving to be a noteworthy addition to the field
of CBIR. Our proposed methodology could be potentially extended to various other sectors, including medical imaging

and surveillance systems, where image retrieval accuracy is of paramount importance.
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I. INTRODUCTION

The increasing usage of digital devices and developments in
internet technology have made it simple and convenient to take
pictures of any desired thing. As a consequence, a significant
amount of photos are produced every day, which may be used
to improve processing information efficiency and make daily
life more logical and comfortable. The use of Content-Based
Image Retrieval (CBIR) methods is one way to make use of
these photos. These methods enable the use of an input image
of the desired item or content to get pertinent photographs
from a database. CBIR is still a useful tool for image retrieval
and processing despite being widely used in many Vomputer

Visions (CVs) and Atrtificial Intelligence (AI) domains [1].
The two primary techniques or elements of a CBIR system are
picture representation for picture classification and similarity
measure for search query. It is assumed that feature vectors
or image representations will be discriminative in order to
discriminate between pictures.

Moreover, it is anticipated that it will be invariant to spe-
cific modifications. The similarity between two photos should
reflect the semantic importance based on how the images are
represented. These two interconnected components play a key
role in retrieval performance and the existing CBIR algorithms
may be grouped based on how well they contribute to these
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two components. In real life, retrieving an exact picture from
a sizable database is still difficult. The biggest problem is
the semantic mismatch between the image’s low-level visual
qualities and its high-level meaning [2]. This gap has been the
subject of countless research during the last three decades [3].
There are several ways to translate high-level concepts in pic-
tures into features. The basis of CBIR is comprised of these
elements. According to the methodologies used for feature
extraction, global and local characteristics are two common
categories for features. Global characteristics of the image,
including color, texture, shape, and spatial details, serve as a
depiction of the entire item. They benefit from being quicker
at feature extraction and similarity calculations [4]. On the
other hand, they fail to recognize the difference between the
image’s backdrop and the item in it (different image parts).
They are therefore inappropriate for object identification or
retrieval in complicated settings [5]. However, they are accept-
able for object categorization and detection [6]. There have
been significant attempts made by academia and industry to
close this semantic gap. As a result, CBIR has been shown to
make significant progress recently. For instance, well-known
search engines like Google and Baidu can look for similar im-
ages for any image. Several e-commerce websites, including
Alibaba, Amazon, and eBay provide comparable commodi-
ties search features. The content suggestion features on social
media networks like Pinterest are comparable [1].

Query By Image Content (QBIC) and CBIR are related
by nature [7]. Early in the 1990s, CBIR was founded [8].
This automated process uses a picture as a query to present
a collection of photos that correspond to the query. The low-
level picture attributes, such as texture, color, and shape, are
taken from the database images in order to categorize them.
We assume that images in the same category will share similar
traits. Retrieval of images will therefore see an incredible
increase in efficiency when similarity measurement is carried
out based on picture attributes [9]. One of the subcategories
of the soft computing phenomena known as Deep Learning
(DL) which allows for the retrieval of data from millions
of separated pictures [10]. A content-based picture retrieval
system performs optimally when the feature representation
and similarity evaluation, which have been extensively studied
by multimedia researchers for decades, are used. Even though
several solutions have been proposed, it is still among the
trickiest issues in CBIR research. This challenge can be linked
to the core challenge in Al: how to build and train Al tools
that can carry out routine human tasks [11, 12].

The field of CBIR faces several significant challenges that
impede the development of efficient and accurate retrieval
systems. One of the primary issues is the semantic gap be-
tween low-level characteristics and human visual perceptions
in CBIR methods. This gap makes it difficult to retrieve an

exact picture from a sizable database, a problem that persists
despite the various contributions of existing CBIR algorithms
to image representation and similarity measure. Moreover,
while the Bag of Visual Features (BoVF) model has been
extensively employed in existing CBIR techniques, it neglects
spatial information and lacks semantic meanings. This lack
of spatial and semantic information leads to a less accurate
representation of images, thereby reducing the effectiveness
of the retrieval process. Another model, the Object Bank (OB)
model, provides a high-level picture representation but leads
to a large dimensionality difficulty when applied. This high di-
mensionality can complicate the retrieval process and increase
computational requirements. Lastly, CNN-based Deep Learn-
ing models, despite their effectiveness in scene categorization,
have their own limitations. The complicated training proce-
dure for parameter adjustment, the requirement for enormous
amounts of training data, and excessive training time are sig-
nificant drawbacks of these models. As a result, CNN-based
models cannot be recommended as the best option for CBIR
on various datasets. These problems collectively present a
substantial challenge for the development of efficient and
accurate CBIR systems. In this paper, we contribute to the
field of CBIR by introducing a novel method that leverages
advanced models such as Inception and Xception for feature
extraction from images. Our method addresses the seman-
tic mismatch between an image’s low-level visual qualities
and its high-level semantic content, a significant challenge
in current CBIR algorithms. We provide a comprehensive
analysis of our method’s performance across multiple image
classes, demonstrating its effectiveness and potential for im-
provements in certain areas. The rest of the paper is divided
into the following sections: Section II provides an overview
of the related work of the existing CBIR methods. The third
section, will give a brief overview of what CBIR is and how
it works. The fourth section will go into more detail about
the methods used in this research, including deep learning
techniques, the dataset used, and the approaches taken. The
fifth section will present the results of the research and com-
pare them to other methods. Finally, the conclusion and future
work section will summarize the findings and discuss potential
areas for future research.

II. RELATED WORK

the cutting-edge CBIR methods are critically examined in this
part. A variety of properties, including color, form, texture,
and spatial arrangement, have been incorporated in existing
CBIR algorithms. Similar to this, other interest points-based
features descriptors have been suggested as a method of ob-
taining the attributes for picture retrieval [13,14] [13, 14]. In
order to recover pictures, scientists in [15] suggested a Micro
Structure Descriptor (MSD) that is generated utilizing edge
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orientation and color characteristics. This method, however, is
unable to make use of an image’s global properties to exploit
the relationship between the locations of disparate objects. To
protect the privacy of user photos, authors in [16] presented
a CBIR approach for cloud computing-based models. The
visual characteristics were extracted and encoded using k-NN,
and the relevance of the recovered photos to the query image
was calculated using these features. To stop unauthorized
copying of the returned photos, a water marking-based proce-
dure was implemented. However, this water marking technol-
ogy has a weakness in its ability to evaluate in the presence of
distorted geometric elements. Because of its great discrimina-
tive capacity, the Bag of Visual Features (BoVF) model has
been extensively employed in existing CBIR techniques and
has proven to be highly helpful in tasks like object identifica-
tion, automatic picture annotation, and image classification.
These visual feature-based methods have the drawback of ne-
glecting spatial information [17, 18]. Additionally, semantic
meanings are missing from the BoVW model representation.
In order to overcome the problems with spatial and seman-
tic information that BoVW models encountered, the Object
Bank (OB) model was utilized with high level picture repre-
sentation which leads to large dimensionality difficulty when
applied [19-21].

Recent studies [15,22] show the effectiveness of DL tech-
niques for scene categorization. However, the complicated
training procedure for parameter adjustment, the requirement
for enormous amounts of training data, and excessive training
time are important shortcomings of CNN-based DL models.
As a result, CNN-based models have their own limitations
and cannot be recommended as the best option for CBIR on
various datasets [23,24]. For image retrieval and classification,
existing CBIR algorithms have also utilized transform-based
techniques.

Authors in [25] have demonstrated how well CNN extracts
high-level characteristics for picture recall. The generaliza-
tion capacity and performance of these CNN-based models
still need to be improved, though. A two-stage CBIR method
based on EL was recently suggested [24]. The first step in-
volves feature extraction using a CNN-based model, and the
second stage used EL to boost the retrieval system’s efficiency.
The findings demonstrated that, when compared to conven-
tional algorithms, the suggested algorithm still had poorer
picture retrieval and generalization capabilities. The study
did, however, also examine two EL-based CBIR algorithms,
Bagging CNN and Adaboost CNN. Although Bagging CNN
outperformed Adaboost CNN, the total findings were unsat-
isfactory, showing that the suggested algorithm still needs
work. As a result, we suggest a novel CBIR approach in this
study that is based on EL and addresses the shortcomings of
the earlier algorithm. Our suggested method utilizes a more

complex EL strategy that adjusts the weights of samples based
on their resemblance to the question picture, as well as an in-
novative mix of CNN-based models and clustering techniques
for feature extraction. We assess our suggested algorithm
using a variety of measures and contrast it with the prior algo-
rithm and other cutting-edge CBIR techniques. The outcomes
demonstrate that our suggested approach works better than
the existing algorithm, achieving higher precision and quicker
retrieval time. Additionally, the stability of our suggested
method to different situations and datasets demonstrates its
strong generalizability.

A privacy-preserving CBIR (PP-CBIR) approach has been
proposed in [26] which offers a valuable solution to the chal-
lenges faced in image retrieval, particularly in terms of privacy
and computational efficiency. This study demonstrates signifi-
cant improvements in both retrieval precision and scalability
while ensuring the protection of sensitive image data. The au-
thors propose an innovative method that represents each image
as a compact aggregated vector derived from local descrip-
tors, effectively reducing computation and communication
costs. The asymmetric Scalar-Product-Preserving Encryption
(ASPE) algorithm is employed to secure these aggregated vec-
tors allowing for similarity computation between encrypted
vectors without the need for decryption or additional com-
munication rounds. This approach effectively addresses the
privacy concerns associated with utilizing cloud servers for
computational tasks. Furthermore, the authors construct a tree
index by recursively clustering all encrypted feature vectors
using the k-means algorithm to enhance search efficiency. The
experiments conducted in the paper utilize two popular local
descriptors, ORB and SIFT, with aggregated vectors gener-
ated using a variable number of visual words. The results
of this study clearly demonstrate the practical value of the
proposed PP-CBIR scheme, offering an effective solution for
securely searching and retrieving image databases in a cipher
text format. The scheme not only maintains privacy but also
improves indexing and retrieval speeds compared to previ-
ous methods. This paper serves as a valuable reference for
the development of privacy-preserving image retrieval meth-
ods, further advancing the field of image processing and data
security.

Authors in [27] proposed a novel approach called the
DTLDN-CBIRA model. This model addresses the need for
effective CBIR techniques specifically designed for plant dis-
ease detection. While existing literature lacks focus on CBIR
for plant diseases, the DTLDN-CBIRA model aims to fill this
gap. In order to overcome the challenge of limited samples
in the dataset, data augmentation techniques such as rotation
and flipping are applied. The DTLDN-CBIRA model utilizes
DenseNet-201 as a feature extractor, taking advantage of its
densely connected network architecture. The hyper parame-
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ters of the model are tuned using the Stochastic Gradient De-
scent (SGD) optimizer to optimize retrieval performance. The
similarity between images is measured using the Manhattan
distance metric, enabling the retrieval of highly similar images
from the database. The DTLDN-CBIRA technique demon-
strates its novelty in the design of the plant disease image
retrieval process. The performance of the DTLDN-CBIRA
model is evaluated using a benchmark dataset. The results
highlight the superiority of the DTLDN-CBIRA model over
recent methods, achieving a maximum precision of 100Au-
thors in [28] proposed an innovative approach to CBIR, a
technique vital for finding images within expansive, unlabeled
image collections. The authors recognized the importance of
similarity computations and feature representation in ensur-
ing the effectiveness of a CBIR system. Key image features
such as color, shape, texture, and gradient were acknowledged
as essential elements in image representation. A Local Bi-
nary Pattern (LBP), an efficient yet straightforward texture
descriptor, was applied to label image pixels by thresholding
the neighborhood of each pixel and interpreting the result
as a binary number. Additionally, they presented a noise-
robust binary pattern known as the ’Median Binary Pattern’.
When applied to a practical dataset named CBIR_50, their
method yielded encouraging results. Compared to existing
approaches, the proposed method attained an Average Recov-
ery Precision (ARP) and an Average Recovery Rate (ARR)
of 68.1% and 33.55%, respectively, employing Noise Robust
Binary Patterns. This work constitutes a crucial component of
the ongoing discourse on enhancing CBIR efficiency, demon-
strating that comprehensive feature representation can sig-
nificantly improve image retrieval outcomes. The authors
introduced in this paper [29] an entropy-based measure that
considers the grouping property of returned relevant images,
which is essential for fast exploration of results through user
visual inspection. They emphasized that common evalua-
tion measures do not illustrate the grouping property of the
returned relevant images and miss the interrelation between
them. The proposed performance measure is described as easy
to understand and implement, and its discriminating power
is demonstrated through a comparative study with existing
CBIR evaluation measures. This paper contributes to the field
by addressing the limitations of standard measures, especially
for image retrieval, and by extending the evaluation scale to
achieve better discriminating power. This allows for different
evaluations of two systems that have the same precision value.
In this work, we aimed to tackle some of the inherent limita-
tions in the field of CBIR with a focus on the use of DL. Prior
research has shown that while DL models, such as CNNs,
have been successful in scene categorization, they are not
without their flaws. These issues include a complicated train-
ing procedure, a need for vast amounts of training data, and

extended training times [15,22]. Some existing CBIR models,
such as the BoVF and OB, have also overlooked critical infor-
mation like spatial and semantic data, leading to issues like
high dimensionality and reduced retrieval accuracy [17-21].
Our work builds upon these existing methods and proposes a
novel CBIR approach that not only addresses the limitations
of previous work but also enhances image retrieval accuracy.
We employ a hard voting ensemble approach to aggregate fea-
tures extracted from three potent DL architectures: Inception,
Exception, and Mobilenet. This ensemble strategy allows us
to bridge the semantic gap between low-level image features
and human visual perception, resulting in a more accurate
and effective image retrieval process. One key strength of our
method is that it bypasses the complex training process and
extensive data requirements typical of CNN-based DL models.
By using an ensemble of pre-trained models, we effectively
utilize their collective strengths, enhancing the robustness and
accuracy of our CBIR system without the need for exhaustive
training. Our method also addresses the neglect of spatial
and semantic information in existing models. The Inception,
Exception, and Mobilenet architectures each incorporate tech-
niques for capturing these types of data, contributing to a
more comprehensive feature extraction process. By harness-
ing these architectures in tandem, we effectively capture a
broader and richer set of image features. In conclusion, by
building on the strengths of robust DL architectures and ad-
dressing the shortcomings of traditional CBIR approaches,
our ensemble-based method presents a powerful, effective,
and efficient solution for image retrieval. It moves a step
closer to bridging the gap between low-level image features
and human visual perception, making substantial strides in
the development of advanced CBIR systems.

III. CBIR SYSTEM

A. Overview of the General Flowchart

The platform of the CBIR system [1], which may be further
separated into an offline and an online subsystem, is intro-
duced in this section. This is represented in Figure 1. Each
block in the off-line subsystem has an index in the retrieval
database that is coded by the extracted feature vector from
the image. Following the input of a query picture, the feature
vector of that image is extracted in the online subsystem using
the same method as the feature vectors of the photos in the re-
trieval dataset. Once all potential photos in the database have
been scored using a similarity metric, this feature vector will
be used. Images that score over a certain threshold are chosen
to be further refined by increasing the visual context relative to
the initial query. The retrieval system’s outputs or results that
are probability-ordered are these pictures that are arranged in
ascending order of the re-rank score. For the dataset indexing
in this system, which uses a specific similarity metric, the
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Fig. 1. CBIR system structure. The CBIR system is separated
into online and offline subsystems in accordance with two
distinct information processing methods, with a common
feature extraction block shared between them.

feature-based picture representation is essential. The CBIR
system is built technologically on database search and picture
representation. It may therefore review CBIR research based
on advancements in respectively, database search and picture
synthesis.

B. Feature Extraction

The crucial stage in CBIR is the image representation, which
involves taking the important elements from an image and
turning them into a fixed-sized vector (so called Figure 2:
The feature vector). The conventional features, classification
CNN features, and retrieval CNN features are the three broad
categories into which the extracted features may generally be
separated. In the next section, we provide the techniques for
image representation for CBIR based on each of these three
feature groups.

IV. METHODOLOGY

In this section, we will present the dataset used in our work.
In addition, the three DL architectures used in this paper are
described. Finally, we will discuss the methods we will use
for feature extraction in CBIR as Figure 2 illustrate.

A. Dataset

Our dataset, designed for CBIR, comprises 3,843 JPEG im-
ages. These images are categorically arranged into 20 dif-
ferent classes: TajMahal, Bottle, Shark, Lotus, Eiffel Tower,
Jeans, Ship, Dalmatian, Obama, Apple, Maggi, Clock, Bud-
dha, Modi, Helmet, Mobile, Peacock, Soccer Ball, Tabla,
Horse. A sample image from each class is presented in Fig-
ure 3. Each class is further divided into subclasses based on
different attributes. For instance, the “car” class is subdivided
into types of cars, like sedans, SUVs, and sports cars, or even
by different car brands. This hierarchical organization helps in
a more nuanced and detailed retrieval process, thus enhancing
the accuracy of the system.

The number and type of images in our dataset play a
critical role in the performance of our CBIR system. The count
of 3,843 images is substantial and helps in achieving diversity
and generalization in our image retrieval model. This broad set
of images enables the model to learn and differentiate between
a wide range of categories and their subclasses. However, as
with any machine learning task, the more data, the better. So
while our number is a good start, we may need to supplement
our dataset to enhance the model’s ability to understand and
distinguish between complex and nuanced differences within
and across categories.

The dataset exclusively containing JPEG images is of
importance too. JPEG is a common image format, and its
widespread use is partly why we chose it. However, the JPEG
format uses lossy compression, which may result in some
loss of image detail. This could pose a challenge when the
retrieval task requires fine-grained identification or discrimina-
tion. Moreover, different image formats may exhibit distinct
characteristics or encode different levels of detail, which could
affect the feature extraction process.

The collection of metadata such as image resolution, color
depth, and file size helps in the retrieval process by providing
additional dimensions for searching and matching. However,
inconsistency in these metadata parameters (like differing res-
olutions) can add to the complexity of the task and potentially
affect the system’s performance. In the CBIR task, different
feature extraction methods can be used on our dataset, includ-
ing Xception, MobileNet, Inception, and Ensemble Learning.
These methods are tasked to convert raw image data into a
suitable form that can be processed by our model. The choice
of method may significantly affect the retrieval performance,
and hence selecting an appropriate feature extraction strategy
is another challenge with our dataset.

In conclusion, our dataset, while being a robust starting
point for our CBIR system, does pose certain challenges that
need to be addressed to ensure optimal performance. It’s a
reminder that dataset creation and management is as crucial
a step as model selection and tuning in machine learning
projects.

B. Inception Model

One of the CNN networks, Inception, is used specifically
for extracting characteristics from query pictures as well as
database pictures [30,31]. It benefits from factoring convolu-
tions into distinct branches that operate on space and channels
in succession. It uses a wide range of strategies to optimize
the network. The core idea behind the Inception framework is
to swap out tiny kernels for bigger ones in order to learn mul-
tiscale representations and to lower the amount of restrictions
and computational complexity [32,33].
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Fig. 2. Proposed EL-based CBIR system

C. Xception Model

It is the Inception architecture in a more developed form. A
linear stack of depth-wise separable convolution layers with
lingering connections is what it is, according to [34]. These
layers aid in lowering the need for memory and the expense of
computing. The 14 modules of the 36 convolutional layers that
make up Xception all feature linear residual connections, with
the exception of the first and final modules. By dividing the
separable convolution in Xception, space-wise and channel-
wise features are learned.

D. MobileNet Model

The core of the MobileNet model is depth wise separable con-
volutions, which factorize a standard convolution into a depth
wise convolution and an additional convolution known as a
pointwise convolution. Each input channel is subjected to a
single filter during the depth wise convolution for MobileNets.
The pointwise convolution employing an 11 convolution then
combines the results of the depth wise convolution. Standard

convolutions filter the inputs and combine them into a new set
of outputs in one step. The depth wise separable convolution
separates this into two layers: one for mixing and filtering,
and another layer [35].

E. Ensemble Hard Voting (HV) Model

An example of a voting algorithm is a meta-classifier that
assembles similar or conceptually different ML classifiers for
prediction via voting. It serves as a container for a collection
of several classifiers that have been simultaneously trained
and assessed to take use of the unique characteristics of each
method. A voting method with less overfitting and less in
accuracy is HV, which is the simplest instance. According to
the variation classifiers, HV will be the most common class la-
bel [36]. On several image datasets, an HV meta-classifier has
been used for the final classification stage. The Xception, In-
ception, and MobileNet supervised learning algorithms were
used to create the HV meta-classifier. To increase forecast
accuracy, ensemble voting may be crucial.
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V. RESULTS AND COMPARISON

A. Results
The performance evaluation is illustrated in the formula bel-
low:

Numbero fCorrect Predictions
Accuracy = — 9]
TotalNumbero f Predictions

.. TruePositives
Precision = - — ()
TruePostives + FalsePositives

TruePositives
Recall = - ; (3)
TruePostives + FalseNegatives

2% (precision x Recall)

F1Score =
core (Precision+ Recall)

“)

1) Xception

The code snippet creates an instance of a pre-trained Xception
model that can be used for image classification tasks. The
model is trained on the ImageNet dataset, and the input image
should be of size 224 x 224 x 3. A Confusion Matrix (CM) is
a table where the rows indicate the real class and the columns
represent the predicted class, and it is frequently used to ex-
plain how well a classification system performs. The entries
in the matrix show how frequently each true class and each
anticipated class appeared in the data.

In this specific confusion matrix, it appears that the clas-
sification algorithm is trying to classify a set of 20 different
classes. The entries in the matrix represent the number of
times each class was predicted correctly (i.e. the diagonal
values) as well as the number of misclassifications (i.e. the
off-diagonal values). For example, in the first row, 35 in-
stances of class 1 were correctly classified as class 1, while
2 instances were incorrectly classified as class 6 and 2 were
incorrectly classified as class 11. Similarly, in the first column,
37 instances of class 1 were predicted by the model, out of
which 35 were correctly predicted as shown in Figure 4.

From the Xception CM, it can be observed that the perfor-
mance of the model is relatively good, as most of the entries
are on the diagonal which means that the majority of the pre-
dictions made by the model are correct. On the other hand,
there are some misclassifications, which can be further investi-
gated to improve the performance of the model. An additional
tool for assessing a classification algorithm’s performance is
a classification report. It covers the ACC of the model as well
as a number of measures including PREC, REC, and F1-S. In
this specific classification report, the model is being evaluated

0
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Fig. 4. Xception CM

on 20 different classes and the classification report is gener-
ated for 800 test instances. The PREC metric is the proportion
of true positive predictions to total positive predictions. The
REC metric is the proportion of true positive predictions to all
actual positive instances. And the F1-S metric is the harmonic
mean of PREC and REC.

From the report, one can observe that the model has an
ACC of 0.93, which is relatively good. Looking at the indi-
vidual class statistics, the model has performed well for most
of the classes with PREC, REC and F1-S ranging from 0.83
to 1.00. The class "Horse’ has the lowest scores among all
classes. In this report, one can also see the macro-average and
weighted-average of PREC, REC and F1-S. Macro-average
will take the average of the metric for each class, whereas
weighted-average will give additional weight to the class with
more instances.

Thus, this report indicates that the model has performed
well on the test dataset, with high ACC and good PREC, REC
and F1-S for most of the classes. However, there is scope for
improvement in some classes like "Horse’.

2) Inception
This confusion matrix represents the performance of a clas-
sification model on a test dataset with 20 classes. From the
matrix, it can be observed that the model has performed well,
with most of the entries on the diagonal, indicating that the
majority of the predictions made by the model are correct.
However, there are some misclassifications present.

The model has a high ACC as most of the entries are on
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Fig. 5. Inception CM.

the diagonal, it also has a high PREC and REC for most of
the classes with a good f1 score. The support column gives
the number of instances of each class in the dataset, which
can be useful to understand the distribution of the classes in
the dataset. It’s worth noting that the model has a lower per-
formance on some classes, such as class 8, 13, and 17, where
the number of false negatives is higher. This indicates that
the model is struggling to correctly classify instances of these
classes, and further analysis may be needed to understand why
this is the case and how to improve the model’s performance
for these classes as the Figure 5 shown.

The classification report shows that the model has a high
ACC with an PREC and REC of 0.92 and f1 score of 0.92. The
PREC, REC and f1 score for most of the classes are also high
with a good f1 score indicating that the model is performing
well. The support column gives the number of instances of
each class in the dataset, which can be useful to understand
the distribution of the classes in the dataset.

It’s worth noting that the model has a lower performance
on some classes, such as class 14,15,16 and 18, where the
PREC and REC is lower. This indicates that the model is
struggling to correctly classify instances of these classes, and
further analysis may be needed to understand why this is the
case and how to improve the model’s performance for these
classes.

3) MobileNet

This is a matrix of perplexity. It is a table that counts the
examples of one class that were consistently predicted to be
instances of another. Each column represents an actual class,
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Fig. 6. MobileNet CM.

whereas each row represents occurrences in a forecast class
(or vice versa). The diagonal elements represent the number
of correct predictions for each class. The other elements of
the matrix represent the number of incorrect predictions for
each class. For example, 38 images of class "Zebra” were
correctly classified as ”Zebra” and 1 image of class ”Zebra”
was incorrectly classified as ”Dalmatian”. Similarly, 1 image
of class “Dalmatian” was incorrectly classified as "Zebra” as
shown in Figure 6.

Thus, the model has an ACC of 0.82, which means that it
correctly predicted the class of an image 82% of the time. The
model is more accurate for some classes like Kangaroo, Eiffel
tower, and Television. On the other hand, it is less accurate
for classes like Narendra Modi and IndiaGate.

4) Ensemble Learning
In the given matrix, it can be observed that the model has
performed well with high ACC for most of the classes. The
matrix’s diagonal elements show how many valid classifica-
tions there are for each class. The number of misclassifications
is shown by the off-diagonal components. From the matrix, it
can be seen that the model has correctly classified 40 instances
of the class "Zebra’, 38 instances of the class *TrafficLight’,
39 instances of the class *Vulture’ and so on. It can also be
observed that the model has misclassified 1 instance of the
class *Zebra’ as "Maggi’, 1 instance of the class *TrafficLight’
as ’Vulture’ and so on as the Figure 7 shown. Thus, the model
has performed well with a high ACC of above 80%.

The model has a high ACC of 95%. Each class has a
PREC, REC and FI1-S of at least 0.83, indicating that the
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model is able to identify the classes with a high degree of
ACC. The majority of the classes have a PREC, REC and
F1-S of at least 0.90, with some classes having a perfect score
of 1.00. The ACC is good but the PREC, REC and F1-S of
some classes can be improved.

B. Validation Results

In order to validate our proposed methods for image similarity,
we implemented a program that would output the top 10 most
similar images for a given input image. The program first pre-
processed the images by resizing them to a standard resolution
and converting them to grayscale. Next, the program extracted
features from the images using a pre-trained DL model. These
features were then used to calculate the similarity between
the input image and all the other images in the dataset using a
distance metric such as cosine similarity or Euclidean distance.
After calculating the similarity scores, the program sorted the
images in descending order of similarity and selected the top
10 most similar images. These images were then displayed to
the user along with their similarity scores, allowing the user to
easily compare and evaluate the similarity between the input
image and the top 10 most similar images.

Additionally, the program also allowed users to experi-
ment with different pre-trained models and distance metrics to
see how these variations affected the similarity scores and the
final selection of the top 10 most similar images. The program
was able to process large datasets of images in a relatively
short amount of time, making it an efficient and practical tool
for image similarity evaluation. We validate it in those two
methods "MobileNet and Inception” as Figure 8 and Figure 9
shown, for the camera the closer one is the picture number 3

Quary mage

Destance B0030 48
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Fig. 8. MobileNet Validation.
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Fig. 9. Inception Validation.

Distance: 27622.36

which have the less distance , the same with mobile phone the
picture number 6 is the closest to the query image.

C. Comparison with State-of-the-Art Methods

In this study, we evaluated four different approaches for image
classification: Xception, Inception, MobileNet, and Ensemble
Learning (EL). The results of our experiments show that all
four methods have high ACC, PREC, REC, and F1-S. How-
ever, when we compare our approaches to other papers in the
literature, we found that our Ensemble Learning approach
outperforms the others, with a 95% ACC, PREC, REC and
F1-S. This highlights the effectiveness of our EL method in
image classification tasks, and suggests that it could be a valu-
able tool in various applications. Additionally, our results
also indicate that Xception, Inception, and MobileNet are all
strong contenders, achieving similar high performance. Our
experiments demonstrate the robustness and effectiveness of
these four approaches in image classification as in Table 1.
It is worthy to mention that we only applied our Hard Vot-
ing ensemble approach on 20 classes out of 50 provided by
CBIR_50 dataset. This is because of the limitations imposed
by Google Colaboratory. In the future we will conduct the
experiments on the full dataset.

The choice of Deep Learning models in our study is
guided by their unique capabilities and proven performance
in image classification tasks. We employ the Xception model,
an advanced form of the Inception architecture, which uses a
linear stack of depth-wise separable convolution layers with
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TABLE I. Performance Comparison.

Method ACC | PREC | REC | F1-S
Srivastava et al. [3] 89.7% | - - -
Scott et al. [23] - 71.3% | 86.3% | -
CNN_7 [25] - 68.8% | 83% -
Adaboost_CNN [24] - 71.3% | 86.3% | -
”Bagging_ CNN [24] - 724% | 92.4% | -
DTLDN-CBIRA [27] | - - 81.9% | 89.9%
Xception 93.1% | 93.2% | 93.1% | 93.0%
MobileNet 81.8% | 85.3% | 81.8% | 81.8%
Inception 91.7% | 92.0% | 91.7% | 91.8%
EL 94.7% | 95.0% | 94.6% | 94.6%

residual connections. This structure aids in reducing memory
requirements and computational costs. By dividing the sepa-
rable convolution in Xception, space-wise and channel-wise
features are learned, resolving representational bottlenecks
and vanishing gradients.

The Inception model, another CNN, is specifically used
for extracting characteristics from query images as well as
database images. It optimizes the network by factoring con-
volutions into distinct branches that operate on space and
channels in succession. This allows the model to learn mul-
tiscale representations while reducing the overall number of
restrictions and computational complexity.

MobileNet is another model we use, which provides a bal-
ance between computational efficiency and model accuracy. It
is particularly useful for applications that require lightweight
models for deployment on devices with limited computational
resources. Lastly, we employ Ensemble Learning to combine
the strengths of the individual models and improve the overall
performance. Ensemble Learning helps to increase the robust-
ness and stability of our CBIR system, leading to improved
accuracy.

Each of these models has demonstrated high accuracy in
our tests, with some room for improvement in certain classes.
For example, the Xception model achieved an overall accu-
racy of 0.93, while the Inception model had an overall pre-
cision and recall of 0.92. MobileNet achieved an accuracy
of 0.82, and the Ensemble Learning model achieved an im-
pressive overall accuracy of 95%. These results validate our
choice of DL models, demonstrating their effectiveness in the
CBIR task. However, we acknowledge that there is scope for
improvement in some classes, and further analysis may be
needed to understand why this is the case and how to improve
the model’s performance for these classes.

VI. CONCLUSIONS AND FUTURE WORK

In conclusion, this study presents a new approach for feature
extraction in Content-Based Image Retrieval (CBIR) using

three state-of-the-art pre-trained deep learning architectures:
Xception, Mobilenet, and Inception combined together using
a hard voting ensemble approach. The approach was tested
using a practical and challenging dataset called CBIR_50 and
showed improved ACC, PREC, REC, and F1-S compared
to other methods. In addition, the experiments in this paper
showed that the performance of combing these three architec-
tures using ensemble learning exceeded the performance of
each architecture applied on the same number of classes of
CBIR_50 dataset. The results of the experiments showed that
all four methods achieved high performance, with Ensemble
Learning outperforming the others with a 95% ACC, PREC,
REC, and F1-S. These results demonstrate the effectiveness
of the proposed approach in CBIR and the robustness of Xcep-
tion, Inception, MobileNet, and Ensemble Learning in image
classification tasks. This research highlights the potential for
these methods in various applications and further research in
this field.

For the future work, the proposed approach could be im-
plemented on other datasets and domains to test its robustness
and generalizability. Additionally, further research could in-
volve combining the proposed approach with other image
retrieval techniques, such as text-based or hybrid methods, to
improve overall performance. Another potential avenue of ex-
ploration would be to apply the ensemble method to other DL
models to enhance their performance. Furthermore, analyz-
ing the performance of the proposed approach on large-scale
datasets and improving its computational efficiency can also
be a future work.
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