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Abstract
Breast cancer is one of the most critical diseases suffered by many people around the world, making it the most common
medical risk they will face. This disease is considered the leading cause of death around the world, and early detection is
difficult. In the field of healthcare, where early diagnosis based on machine learning (ML) helps save patients’ lives
from the risks of diseases, better-performing diagnostic procedures are crucial. ML models have been used to improve
the effectiveness of early diagnosis. In this paper, we proposed a new feature selection method that combines two filter
methods, Pearson correlation and mutual information (PC-MI), to analyse the correlation amongst features and then
select important features before passing them to a classification model. Our method is capable of early breast cancer
prediction and depends on a soft voting classifier that combines a certain set of ML models (decision tree, logistic
regression and support vector machine) to produce one model that carries the strengths of the models that have been
combined, yielding the best prediction accuracy. Our work is evaluated by using the Wisconsin Diagnostic Breast Cancer
datasets. The proposed methodology outperforms previous work, achieving 99.3% accuracy, an F1 score of 0.9922, a
recall of 0.9846, a precision of 1 and an AUC of 0.9923. Furthermore, the accuracy of 10-fold cross-validation is 98.2%.
Keywords
Breast Cancer, Feature Selection, Soft Voting Classifier, Cross-Validation.

I. INTRODUCTION

Breast cancer is one of the most well-known and common
diseases in the world, and its prevalence has been steadily
rising in recent years. Women are the most likely to suffer
from breast cancer, as 685,000 deaths and 2.3 million infec-
tions have been discovered, according to the World Health
Organization reports. This cancer manifests as a lump in the
breast that can either be benign or malignant and, in the latter
case, spread to other parts of the body. Breast cancer risk is
significantly influenced by genetic mutations [1].

The adoption of early detection methods, which aid in the
treatment of this tumour and raise the likelihood of survival by

90%, helps increase survival rates [1]. Given that computers
and other technologies are used to be able to learn, identify
and diagnose the disease effectively and to provide treatment
recommendations based on the data gathered from the patient,
artificial intelligence (AI) and machine learning (ML) assist
clinicians in the early identification of breast cancer [2]. In the
medical field, ML algorithms for classification and prediction
are frequently utilised[3], particularly on datasets related to
breast cancer, to determine if a tumour is benign or malignant
[4].

Many studies (details in the related work section) have
been conducted in the field of early diagnosis of breast can-
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cer using AI models. Some of these studies employ ML
algorithms (models) to determine if the tumour is benign or
malignant. Some studies use artificial neural networks, and
some use an ensemble classifier as a classifier that combines
several models.

As for the methods used in selecting features, many meth-
ods have been used in these studies, some of which are de-
pendent on the filter method, and some are dependent on the
wrapper method. The wrapper method removes redundant
features that affect the model learning process and lead to a
huge error in classification.

These studies are limited in terms of the accuracy of diag-
nosis and prediction, and the reason for this is due to several
reasons, including the imbalance of the dataset, which leads to
the bias of the ML model to the majority side [5]. Moreover,
previous work were limited to the available feature selection
methods, and they did not use a method that combines two
simple methods to yield the best results and lowest cost, as
well as models each one separately to find the best classifier
among them.

The following is a summary of the study’s main contribu-
tions:

• To attain the best diagnosis accuracy, we adopted a
new feature selection method called PC-MI that com-
bines two methods, namely, correlation analysis based
on Pearson correlation and feature selection based on
mutual information.

• The dataset balancing process is performed using SMOTE
to avoid bias of the ML model to a specific party.

• The soft voting classifier is used, which integrates three
models into one model that carries the strength of these
models.

• The impact of employing a soft voting classifier on
prediction accuracy was analysed.

• To aid physicians in the accuracy of the diagnosis, a
web page was designed that diagnoses the type of breast
cancer tumour.

The remaining portions of the paper are organised as fol-
lows. In section II we present previous studies related to our
work. Section III provides a detailed explanation of the pro-
posed methodology for diagnosing the type of breast cancer
tumour. Section IV presents the results reached using the
proposed methodology and discusses these results. Section V
introduces the conclusion.

II. RELATED WORK

Given the pressing need for accurate diagnosis, healthcare
is one of the most significant fields in which AI has been em-
ployed. ML and deep learning algorithms are used in several
tests on datasets related to breast cancer, and they produce
classification results with a high degree of accuracy. In this
part, we present some previous studies related to diagnosing
breast cancer using AI algorithms.

Hazra et al. [6] used the Wisconsin Diagnostic Breast
Cancer (WDBC) dataset where they performed the feature
selection process using the PC coefficient to obtain the least
number of features. These features were passed on to three
models, namely, support vector machine, naı̈ve Bayes and
ensemble classifiers to compare the results and achieve the
best model classifying the disease, where the results showed
that support vector machine with 19 features had the best
accuracy of 98.51%.

Khuriwal and Mishra [7] used the WDBC dataset in their
study and applied chi-square as a feature selection method
to filter the dataset and keep the best features that diagnose
the type of tumour present. Only 16 features were selected,
and these features were passed to a voting classifier that in-
cluded logistic regression (LR) and artificial neural network,
which gave this classifier an accuracy score of 98.50%. Allam
and Nandhini [8] used binary teaching learning-based opti-
misation, one of the wrapper methods for selecting the best
features that represent a dataset. In their study, they used the
WDBC dataset to diagnose tumour type. Five classification
models have been applied: support vector machine (SVM),
discriminant analysis, decision tree (DT), k-nearest neigh-
bours (KNN) and Naive Bayes; amongst them, SVM gave the
highest accuracy of 98.43% with nine features.

Memon et al. [9] applied recursive feature elimination
(RFE) as a method for selecting the feature on the WDBC
dataset for diagnosing whether the breast cancer tumour is be-
nign or malignant. This method produced 18 features out of 30
features that were passed to the SVM model, which achieved
high specificity (99%), accuracy (99%) and sensitivity (98%).
Dhahri et al. [10] used genetic programming as a method to
select the best features from the WDBC dataset. This method
resulted in extracting 12 features out of 30 features, where
several models were used to compare their performance on
this dataset. These models were AdaBoost, LR, Gaussian
Naı̈ve Bayes, quadratic discriminant analysis, random forest,
gradient boosting, SVM, linear discriminant analysis, KNN,
DT and extra trees classifier. By contrast, the AdaBoost clas-
sifier obtained the highest accuracy relative to the others with
a rate of 98.24%.

Ibrahim et al. [11] used two methods of feature selec-
tion in their study, which are correlation analysis and princi-
pal component analysis, and wrapper methods to select the
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best features where these methods were applied to a WDBC
dataset. Seven classification algorithms were applied, and a
soft and hard voting classifier was used from these algorithms
to achieve the best accuracy. The results of all these classifiers
were compared. The soft voting classifier obtained the highest
accuracy of 99% with the use of 21 features selected using
correlation analysis and principal component analysis. HAQ
et al. [12] used the WDBC dataset in their research, and three
methods of feature selection were applied, namely, principal
component analysis, relief, and autoencoder algorithms. SVM
was used as a classification model and applied to all results of
feature selection methods to compare results. SVM with prin-
cipal component analysis using only 18 features achieved the
highest accuracy of 99%. HUANG and CHEN [13] used the
variable Importance Measure (VIM) as a method for selecting
a feature from the WDBC and WBC datasets. They developed
a new model known as hierarchical clustering random Forest
(HCRF), which is based on a DT and random forest. Three
models were applied, namely, AdaBoost, DT and random
forest. We then compared the results of these models on both
datasets. As a result, the HCRF model obtained the highest
accuracy in the WDBC dataset by 97.05% and 97.76% in the
WBC dataset.

Jumanto et al. [14] used forward feature Selection and
random forest for selecting features from the WDBC dataset.
As a classifier, backpropagation ANN was used to predict
whether breast cancer tumour is malignant or benign. The
results showed that the classifier used had an accuracy of
98.3%.

Furthermore, we notice the previous works have suffered
from limitations in the accuracy of the diagnosis, and this
could be due to the bias that occurred during the training of
the AI models as a result of the imbalance of the dataset, or it
could be that the feature selection method and the AI model
are not significantly proportional to this dataset. Therefore,
these works need to improve the accuracy of early diagnosis,
which in turn helps preserve the patient’s life.

III. METHODOLOGY

In this study, we propose a methodology that uses the voting
classifier method, which combines multiple models to produce
the best prediction accuracy for the diagnosis of breast cancer.
Sub section ( C ) explains the voting classifier in further detail.
The proposed methodology consists of three main phases:
pre-processing phase, feature selection phase and prediction
phase (Fig. 1). Before we explain the main phases, we will
describe the dataset used in this study.

The Wisconsin Diagnostic Breast Cancer (WDBC) dataset
obtained from the UCI ML repository is used in this paper.
The University of Wisconsin originally provided a dataset
containing two classes: malignant (M) and benign (B). It

comprised 569 samples (B=357 and M=212) and 32 features.
These features display the fundamental properties of the breast
cell. Two of these features are not used on the practical side
(id, Unnamed:32). The diagnosis field uses the remaining
30 features that contain a real value [15]. In the proposed
methodology, we will develop a method that combines two
filter methods (feature selection based on Pearson correlation
and feature selection based on mutual information), which
in turn reduces the number of features from 30 to 18 for
increasing classification accuracy, which will be explained
later.

Fig. 1. Proposed methodology.

A. Pre-processing Phase
At this phase, we perform a set of initial operations on

the dataset to improve the quality of the data and ensure that
the classification model works well. The main operations in
this phase are cleaning, balancing and label encoding for the
dataset.

1) Cleaning Dataset: The first process focuses on cleaning
the dataset, which involves identifying data errors and then
editing, updating or removing data for overcoming errors,
where we filter the data for the next stage. The cleaning
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dataset performs two main processes as follows. Firstly, the
number of features that are actually used is only 30. As the
dataset consists of 32 features, it involves two unimportant
features: ‘id’, and ‘Unnamed:32’, where ‘id’ is simply an
identifier and ‘Unnamed:32’ is a column whose rows are all
empty values, so we will drop this feature. Secondly, when
most of the values for each column or row are missing, we
drop that row or column to ensure the quality and correctness
of the data. In another case, if some column or row values are
missing, the mean will be calculated to restore data.

2) Balancing Dataset: The importance of a balanced
dataset for a model is to generate higher accuracy models
devoid of bias. Thus, a balanced dataset is important for a clas-
sification model. An uneven class distribution of the dataset
may cause trouble in later phases of training and classification
as classifiers will have very fewer data to learn features of a
particular class. SMOTE is one of the best techniques used
to balance the dataset. Unlike normal upsampling, SMOTE
makes use of the nearest neighbour algorithm to generate new
and synthetic data that can be used to train the models. It will
generate new data points for the minority class (in this case,
for class M) to balance the dataset where SMOTE gives the
minority class an increased likelihood of being successfully
learned. Fig. 2 shows how to create new data by SMOTE[16].

Fig. 2. Smote technique [16].

Fig. 2 shows two classes in the dataset: minority and
majority. The SMOTE technique works by using the nearest
neighbour algorithm to create new data points for the minority
class located on the line connecting two data points of the
same class represented by (a, b, c, d, e). The main benefit of
this process is the elimination of innate inclinations to favour
and overfit toward the majority classes due to the disparity in
samples’ proportions of minority and majority classes. Finally,

SMOTE balances the dataset between majority and minority
classes.

3) Label Encoder: In this stage, after performing the bal-
ancing of the dataset, we will encode the target class ‘diag-
nosis’ via transformation (Malignant to 1 and Benign to 0).
In classification analysis, the dependent variable is usually
affected by qualitative factors and ratio scale variables. Hence,
these category variables must be encoded into numerical val-
ues using encoding techniques because ML algorithms only
accept numerical inputs [17]. Fig. 3 shows the result of the
label encoder on the diagnosis field in the dataset.

(a) Without using label encoder

(b) Using label encoder

Fig. 3. Label encoder on the dataset

B. Feature Selection Phase
In the beginning, and before choosing the model that fits

with our dataset, we should choose the appropriate features
that our model will train on to yield the best results. Less
redundant data means greater modeling accuracy, less mis-
leading data means fewer opportunities for decisions based
on noise and less data equals faster algorithms. As a result,
the main objective of feature selection is to improve accu-
racy, reduce training time and decrease over-fitting [18]. In
this phase, we present a proposed method that combines two
methods from the filter method, which is correlation analysis
using Pearson correlation and mutual information. In the first
stage, we analyse the relationships in the dataset by finding
the correlation matrix that uses Pearson correlation as a mea-
sure and then we collect the highly correlated features that
contain common elements in one set. Our processing keeps
the common feature with the highest value mutual information
and drops the rest of the features in each group.

1) Correlation Analysis Based on Pearson Correlation:
Pearson Correlation (PC) is a measure of the degree of rela-
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tionship (correlation) between features. This scale measures
the degree of correlation between all features, where the value
of the relationship ranges between [-1,1]:

Score (1): This value indicates that the correlation be-
tween the two features is completely directly proportional.

Score (0): This value denotes the absence of correlation
between the two features.

Score (−1): This value indicates that the correlation be-
tween the two features is inversely proportional.

The PC coefficient between two features can be measured
through (1) [19].

r =
[N ∑

N
i=1 xi.yi −∑

N
i=1 xi.∑

N
i=1 yi]√

[N ∑
N
i=1 x2

i − (∑N
i=1 xi)2].[N ∑

N
i=1 y2

i − (∑N
i=1 yi)2]

(1)

Fig. 4 displays the heat map of Pearson correlation scores
between WDBC features.

Fig. 4. Heat map of correlations between WDBC features.

2) Feature Selection Based on Mutual Information: Mu-
tual Information (MI) is a measure of the dependency between
each feature and the target class. The importance of the cur-
rent measure is to find the best features that are closely related
to the goal. The resulting value ranges between [0,1], where
value (0) represents independent features, and value (1) refers

to dependent features. The MI value is computed by (2) [20]:

I(X ,Y ) =
n

∑
i=1

m

∑
j=1

P(Xi,Yi). log[
P(Xi|Yi)

P(Xi)
] (2)

After applying (2) to the dataset used in this study, Table I
shows each feature and its value in descending order.

TABLE I.
MUTUAL INFORMATION VALUE FOR EACH FEATURE

Feature value
perimeter worst 0.499442

area worst 0.490916
radius worst 0.483495

concave points mean 0.474548
concave points worst 0.471331

perimeter mean 0.427724
concavity mean 0.421748

radius mean 0.407724
area mean 0.405551

area se 0.366311
concavity worst 0.358751

perimeter se 0.284167
compactness worst 0.283761

radius se 0.277863
compactness mean 0.276540

concavity se 0.178546
concave points se 0.177446

texture mean 0.145510
texture worst 0.139945

smoothness worst 0.120389
compactness se 0.119047

smoothness mean 0.108997
symmetry worst 0.101290

fractal dimension worst 0.097076
symmetry mean 0.070514

fractal dimension se 0.048942
symmetry se 0.027308

fractal dimension mean 0.023849
smoothness se 0.023746

texture se 0.002271

3) Feature Selection Based on Pearson Correlation and
Mutual Information (PC-MI): The filtering method is consid-
ered the best and least complicated and costly way to select
the feature, because this method selects the feature based on
correlation analysis and is separate from the ML model used
[21]. PC has been used to find the degree of relationship be-
tween one feature and another in the dataset, and using MI
separately helps determine the degree of relationship of each
feature to the target class. Therefore, these two methods will
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combine first to obtain the highly interrelated features with
each other and know which of these features has the highest
degree of correlation with the target class. We create a new
filter method that combines PC and MI. This method is called
feature selection based on PC and MI (PC-MI).

Firstly, this method finds the features that have a PC value
greater than or equal to 0.89 by analysing the correlation heat
map of features shown in Fig. 4. Secondly, it works to merge
the set of interrelated features that contain common features
into one group. Thirdly, one common feature is chosen from
each group, which obtains the highest MI value. Finally, the
remaining features in each group are dropped from the dataset
(Table II). Fig. 5 shows the proposed method of our work.

Fig. 5. Proposed feature selection method.

The result of the proposed method for selecting the fea-
ture is to drop 12 features from the dataset; therefore, the
remaining features that will be used are only 18. We remove
unimportant features that hinder the work of the ML model
and keep the features that help the model learn correctly and
give the best classification accuracy.

TABLE II.
FEATURES DROPPED FROM THE DATASET

No Features No Features
1 area worst 7 compactness mean
2 radius worst 8 concavity mean
3 perimeter mean 9 concave points worst
4 radius mean 10 radius se
5 area mean 11 perimeter se
6 texture mean 12 compactness worst

We note from previous table that 12 features are dropped
from the dataset, where five features are dropped from the first
group, one feature is dropped from the second group, three
features are dropped from the third group, two features are
dropped from the fourth group and one feature is dropped
from the fifth group. As a result, we have the 18 best features.

Table III shows that five groups are found. Each group
contains pairs of features that are strongly connected to each
other, and all these pairs that belong to one group have com-
mon features. One feature from each group with the highest
MI value is selected as the highest feature with a strong corre-
lation with the target class.

4) Normalizing the Selected Features: After selecting the
best features from the dataset through the proposed method
for feature selection, we normalise the remaining features
using StandardScaler. The main objective of StandardScaler
is to convert feature values into standard units free from the
influence of the arithmetic mean and dispersion, where the
resulting values are free from the units of measurement. It
can be computed from eq. 3 [22]:

Z = [X − X̄ ]/S (3)

where: • Z: StandardScaler Score
• X: Sample
• X̄ : Arithmetic mean
• S: Standard deviation

C. Prediction Phase
After the pre-processing of the dataset and the selection of

the appropriate features, the dataset is ready to work with the
ML model for making predictions. Therefore, in this section,
we explain the mechanism for dividing the dataset, the ML
models used and the proposed model that will be used in the
prediction process.

1) Splitting Dataset: The dataset will be split into two
parts. The first part is the training, which is a set of data used
in training and building the model. The second part is the
testing, which is a set of data in which the performance of
the model is tested using a specific scale. In this paper, two
methods of splitting are used as follows:
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TABLE III.
PC-MI METHOD FOR FEATURE SELECTION

groups Correlated features Pearson Correlation Score chosen feature of a high mutual information value

1

[ radius mean,area worst] 0.947

perimeter worst

[ radius mean,perimeter worst] 0.967
[ radius mean,radius worst] 0.971
[ radius mean,area mean] 0.989

[ radius mean,perimeter mean] 0.998
[ area mean,area worst] 0.962

[ area mean,perimeter worst] 0.961
[ area mean,radius worst] 0.965
[ radius worst,area worst] 0.986

[ radius worst,perimeter worst] 0.994
[ perimeter worst,area worst] 0.980
[ perimeter mean,area worst] 0.947

[ perimeter mean,perimeter worst] 0.972
[ perimeter mean,radius worst] 0.970
[ perimeter mean,area mean] 0.988

2 [ texture mean,texture worst] 0.907 texture worst

3
[ compactness mean,concavity mean] 0.892

concave points mean[ concavity mean,concave points mean] 0.930
[concave points mean,concave points worst] 0.913

4
[ radius se,area se] 0.956

area se[ radius se,perimeter se] 0.970
[ perimeter se,area se] 0.938

5 [ compactness worst,concavity worst] 0.896 concavity worst

•train–test–split (training=0.8,testing=0.2) k–fold cross
validation (k=10)

2) Classification Models: In this part, the ML models that
are used in this study will be explained and clarified.

Logistic Regression: A statistical model known as LR
uses a qualitative dependent variable that can only use discrete
values to represent the connection between two independent
variables. It is used to investigate the influence of predictor
variables on categorical outcomes. In an epidemiologic study,
logistic models are frequently used to analyse the connections
between risk factors and the development of the disease. In
medical publications that do not specialize in epidemiology
and public health, these models are often utilised [23].

Support Vector Machine: When learning the parameters
of the SVM model during the training phase, SVM, one of
the most significant and potent ML models, needs access to
all of the training data. Support vectors, a subset of these
training examples, are the only ones on which SVM relies to
make predictions in the future. The hyperplanes’ margins are
determined by support vectors. Finding the greatest number
of hyperplanes that may be used to divide two classes is the
major goal of the training phase. When an issue is not linearly
separable in the input space, a kernel can transfer the data
into a higher-dimensional space called kernel space, where
the data will be linearly separable. Linear hyperplane can
be obtained in the kernel space to divide the several classes

involved in the classification job. This approach is appealing
because, compared with learning a nonlinear surface, the cost
of moving to kernel space is minimal [24].

Decision Tree: A DT is one of the most important models
in decision-making processes, as it is widely used in the field
of ML. The trees are built from top to bottom, and nodes
of these trees representing features are selected based on a
certain scale (information gain in this study). In each node of
the tree, a specific decision is made, and this decision directs
you to another level of the tree until the root node, which is
the source of the decision, is reached[25].

Voting Classifier: It is a type of ensemble classifier that
depends on AI models, where it works to combine a certain
set of models to produce one model that carries the strength
of the models that have been combined, which gives the best
prediction accuracy [26]. Here, we use a soft voting classifier
and input three ML models (LR, SVM and DT), which are
considered the best models that work with a voting classifier
on this dataset based on a set of experiments. This classifier
works on a probabilistic basis, as each of the input models of
the classifier produces a probability value for class 0 and class
1. In the final result, the soft voting classifier uses the highest
probability rate of all the input models, as shown in Fig.6.
Finally, we can summarize the proposed methodology as the
following. Firstly, we carry out some preliminary treatments
for improving the dataset. Secondly, the best features are
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selected through the use of the proposed method (PC-MI)
to be used by the proposed model (soft voting classifier) to
give the best classification fit of the tumour type, whether it is
benign or malignant.

IV. RESULTS AND DISCUSSION

In this section, the performance results based on the pro-
posed methodology are shown and discussed in terms of the
F1 score, precision, recall, accuracy, AUC, and ROC curves.
We conduct three experiments, where the first experiment
includes comparing the performance of the soft voting classi-
fier with the models included (LR, SVM and DT) separately.
The second experiment includes displaying the results of the
soft voting classifier and comparing them with the previous
work, as both experiments use train–test–split as a way to split
the dataset. In the third experiment, the dataset is split into
10-fold, and the results of the performance of the soft voting
classifier are presented. In addition, we explain the place of
our proposed methodology and the contribution made to the
applied side of early diagnosis of breast cancer.

Fig. 6. The proposed soft voting classifier.

Experiment (1): In this experiment, we compare the
performance results of the models used (LR, DT and SVM)
with the proposed model (soft voting classifier) using the
presented methodology, where train–test–split is adopted as
a method for splitting the dataset. Table IV refers to the
comparison results of these models.

TABLE IV.
Comparison between the performance of our work and
machine learning models used

Model
Accuracy

(%)
Precision Recall F1 Score

Logistic Regression (LR) 98.6% 0.9846 0.9846 0.9846
Decision Tree (DT) 96.5% 0.9412 0.9846 0.9624

Support Vector

Machine (SVM)
96.5% 0.9839 0.9385 0.9606

Soft VotingClassifier [LR, DT, SVM] 99.3% 1 0.9846 0.9922

Table IV shows that the soft voting classifier obtains the
highest degree of accuracy (99.3%), F1 score (0.9922), re-
call (0.9846), and precision (1) because the voting classifier
depends on integrating the three models into one model that
carries the strength of these combined models, which leads to
the best prediction accuracy.

Figure 7 shows the ROC curves for the soft voting classi-
fier with the models included in it (LR, SVM and DT).

Fig. 7. ROC curves for models that used.

Experiment (2): In this experiment, we use the bal-
anced dataset after selecting the best features through the
proposed method PC-MI, where only 18 features are used.
Train–test–split is used as a method for splitting the dataset,
as the data are entered into a soft voting classifier to predict
the type of tumour that may appear in some persons, whether
it is benign or malignant. Fig. 8 displays the result of the per-
formance of the soft voting classifier based on the important
performance scaling factors.
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Fig. 8. Performance results of soft voting classifier.

Experiment (3): In this experiment, we use 18 features
obtained from the proposed feature selection method (PC-
MI) where the dataset is split into 10-fold for training and
testing. The training data are passed to the voting classifier,
and our proposed model is evaluated by cross-validation. Our
proposed model’s soft voting classifier (LR, DT and SVM)
exhibits 98.2% test accuracy.

Results on Applied Side: We have proposed a methodol-
ogy that can create an applied health system (web page) that
helps many health institutions in the speed and accuracy of
diagnosing the type of breast cancer tumour based on ML
models. This method helps preserve the patient’s life through
early treatment and disposal of the tumour. This page is im-
plemented using Spyder, which is a development environment
that uses the Python language to create software applications.

Firstly, a sample of the mass in the breast is obtained, and
this sample is analysed by a specialist called a pathologist.
After that the values of the required features are extracted.
The values of these features are entered into the Breast Can-
cer Tumor Diagnostic website, which is built based on our
proposed model (soft voting classifier) that predicts whether
the tumour is benign or malignant as shown in Fig. 9.

Table V presents a comparison between our proposed
method and the related studies that use the feature selection
process on a WDBC dataset where the table shows that our
proposed method gives the highest degree of accuracy by 99.3,
making it superior to all previous studies that we compared
in the last years. This superiority in accuracy is because of
the methods that we have used such as dataset balancing and
selecting the feature proposed, as well as the proposed model
(soft voting classifier).

V. CONCLUSION

Breast cancer should be detected early for effective treat-
ment. Being one of the top causes of mortality in women,
early diagnosis is crucial. The developed ML models enhance
early breast cancer tumour prediction. However, false pos-
itive and false negative instances are important in medical
research. Therefore, we focus not just on accuracy in our
work but also on F1 score, precision, recall, AUC and ROC

curve. In this work, feature selection is performed by devel-
oping a method that combines two filtering techniques, PC
and mutual information (PC-MI), to select the best features
before passing them to a classification model. The proposed
model (soft voting classifier) is used to enhance the perfor-
mance where it includes three models (LR, SVM and DT). A
comparison is made between the performance of this models
and the proposed model to prove the efficiency and strength of
our proposed model in the prediction process. The proposed
methodology outperforms previous work, achieving 99.3%
accuracy, an F1 score of 0.9922, a recall of 0.9846, a precision
of 1 and an AUC of 0.9923. Furthermore, the accuracy of 10-
fold cross-validation is 98.2%. Finally, a web page is created
using spyder and streamlit to make the proposed methodology
workable from the practical side, thereby helping many health
institutions in the speed and accuracy of diagnosing the type
of breast cancer tumour. This study’s future goals include
using more feature selection techniques in conjunction with
the WDBC dataset to improve breast cancer diagnosis. In
addition, deep learning models will also be used for breast
cancer detection.
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