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Abstract 

Low-quality data can be dangerous for the machine learning models, especially in crucial situations. Some large-scale datasets 

have low-quality data and false labels, also, datasets with images type probably have artifacts and biases from measurement 

errors. So, automatic algorithms that are able to recognize low-quality data are needed. In this paper, Shapley Value is used, a 

metric for evaluation of data, to quantify the value of training data to the performance of a classification algorithm in a large 

ImageNet dataset. We specify the success of data Shapley in recognizing low-quality against precious data for classification. 

We figure out that model performance is increased when low Shapley values are removed, whilst classification model 

performance is declined when high Shapley values are removed. Moreover, there were more true labels in high-Shapley value 

data and more mislabeled samples in low-Shapley value. Results represent that mislabeled or poor-quality images are in low 

Shapley value and valuable data for classification are in high Shapley value. 
KEYWORDS: Artificial intelligence, Machine learning, Shapley Value, Black box, Datasets.  

 

I.  INTRODUCTION  

Machine learning models methods such as deep learning 

are in dire need of data on a large scale to have high accuracy 

and they have incredible performance in the medical area, 

including skin lesion classification from dermatoscopy [1], 

automated chest X-ray interpretations [2] and intracranial 

hemorrhage detection from computed tomography [3]. large-

scale training datasets hand-labeled is available to achieve 

this success. but, hand labeling of large-scale datasets is 

boring, time-intensive and in the medical part it is needed 

expertise [4]. on the other hand, crowd-sourcing or 

automated algorithms is emerged to label huge datasets. for 

example, MIMIC-CXR [5], chest X-ray [6] and DeepLesion 

[7]. so, the results indicate these methods are more accurate 

than hand-labeled datasets [8]. Moreover, probably datasets 

contain inaccurate labels in addition datasets could contain 

noise and different types of artifacts error [9]. Likewise, the 

value of data is an important challenge in datasets, especially 

in large-scaler [10]. machine-learning models' accuracy is 

decreased when they are trained on datasets containing low-

quality data [11]. So, algorithms that are able to 

automatically recognize low-quality data could improve this 

problem. In this work, we suggest using Shapley Value [12] 

to identify low-quality data in ImageNet datasets [13]. there 

are some ways to manage inaccurate labels such as data re-

weighting [14] and adding a noise layer in the network 

architecture [15]. for instance, label noise is managed for the 

ChestX-ray dataset [6]. previous studies focus on handling 

suboptimal images or inaccurate labels in training stages or 

model development. but Shapley Value directly recognizes 

low-quality data, improves ML model. Given a supervised 

learning algorithm, a training set, and a predictor 

performance score, Shapley Value [12] is a metric that 

calculates the value of each training data to the predictor 

performance. examine on small to moderate-scale, imaging 

and synthetic data have indicated that low Shapley value 

captures, while high Shapley value represents the type of 

new data that should be acquired to most efficiently improve 

the predictor performance [12], In addition, Shapley Value 

has better performance than the leave-one-out (LOO) score 

[16]. 

furthermore, Shapley value indicates several benefits as a 

framework for data valuation [12]: 1. Natural properties of 

equitable data valuation are satisfied by the Shapley Value. 

2. Shapley Value assigns a single value score for each data 

point so directly interpretable are enabled. our goal is to find 

the effectiveness of data Shapley in capturing low-quality 

data as well as informing valuable data in the context of 

classification from ImageNet images. 

Our primary contributions are as follows: 

a) first of all, A framework (see Fig. 1) is expanded to 

evaluate the value of training data in a large ImageNet 
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dataset in the context of classification by using data Shapley 

values. b) we represent that high Shapley Value indicates 

data points that are valuable examples, while low Shapley 

Value displays mislabeled for classification. 

 

Fig. 1: Overview of Shapley Value method 

Figure 1 is explained: First, the input data were ImageNet 

images and their corresponding labels from the ImageNet 

dataset. Second, to compute data Shapley values for the 

training data, we first extracted feature vectors from a pre-

trained convolutional neural network (CNN), ImageNet. 

then, we applied Sample Value to approximate the value of 

each training point, and the predictor performance score was 

prediction accuracy for classification. 

II.  MATERIAL AND METHODS 

A. Shapley Value 

Shap Value performs the equitable data valuation in 

supervised machine learning. For a given set of training data 

points D and a performance metric, the “Shapley Value” 

value of a data point xi ∈ D is defined as: 

 ∅ = ∑
𝑉(𝑠∪{𝑖})−𝑉(𝑆)

(𝑛−1
|𝑆| )

𝑆∁𝐷−{𝑖}  (1) 

Where V(S) is the performance of the model trained on 

subset S of the data. V(S)is the prediction accuracy on the 

validation set. Intuitively, the Shapley value of a data point 

is a weighted average of its marginal contribution to 

subsets of the rest of the dataset. As a result, it can be used 

as a measure of data quality: a data point with a high Shapley 

value is one that improves the model’s performance if we add 

it to most subsets of the data, while a data point with a 

negative value on average hurts the 

performance of the model. Exact computation of Eq. requires 

an exponential number of computations in the size of the 

dataset, which is infeasible in most realistic settings. In fact, 

High value indicate high quality of image and correct label 

while low value represents low quality of 

image and incorrect label. Finally, SHAP Value has three 

outputs, which are value, growth rate, and main data, 

respectively. Value: An array that each cell represents a 

pixel, each cell of the array contains another array that 

contains three cells and represents the RGB effect as shown: 

Value = [ [ R, G, B], [ R, G, B], [ R, G, B], …] and the growth 

rate, which is a base number, and our 

main data, which is the original values of our image. How to 

calculate the value of an image is as follows: 

 𝑉𝑎𝑙𝑢𝑒 = ∑ ([𝑅𝑖 + 𝐺𝑖 + 𝐵𝑖])) + 𝐵𝑎𝑠𝑒𝑛
𝑖=0  (2) 

 

According to the above formula i = 0 because the array 

cells start from zero and N is the number of pixels, R 

represents the effect of red, G represents the effect of green, 

B represents the effect of blue, which indicates each of these 

pixel colors. How effective the image has been in our model 

is that the sum of the effects of red, green, and blue with the 

base, which represents the growth rate, reflects the value of 

image. next, two datasets are tested that whether the value of 

an image is always the same or depends on another factor. 

Shapley Value library is called SHAP in python. In this 

paper, we used it to interpret the value of the ImageNet 

dataset. The blue pixel indicates the low quality of the image 

that this pixel affected on machine learning algorithms to 

choose other classes, on the opposite, the red pixel represents 

the high quality of data that affected choosing a true class. 

 
Fig. 2: Shapley Value 

As you can observe in Fig. 3 there are real images on the 

left side. There are the outputs of Shapley value on the right 

and above them, there are the labels of each output. A degree 

is provided at the bottom. value of red color represents 

positive efficiency to choose this image for this label and on 

the other hand, the blue color indicates negative efficacy to 

choose it in other class. 

 

Fig. 3: Shapley Value output Samples for images. 
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B. Leave_one_out (LOO) 

Leave_one_out or LOO is a method for validation data.in 

this method, the dataset is split to train and test data in the 

amount of k-fold-1, and this method is repeated in the 

amount of k [16]. 

 

 

Fig. 4: Leave_One_Out (LOO) 

 

C. Random method 

Python programming language consists of huge libraries 

that help researchers and programmers reach their goals 

easily. python has a built-in library for random numbers. 

This library has a lot of functions. Randint function is used 

in the paper. Randint function return discrete between the 

range of numbers you choose. 

 

Fig. 5: Random method 

 

D. ImageNet Datasets 

ImageNet dataset is used in this paper. this dataset is a 

large scale which means it contains 14,197,122 images with 

1000 classes. This dataset is the fundamental base of objects 

recognition [13]. Fig. 6 shows an example of objects 

classification or ImageNet dataset [13].  

 

 

Fig. 6: Sample of ImageNet dataset 

 

E. Data Analyzing 

In this paper, Accuracy, and recall of the training and 

testing model is used with python language. A confusion 

matrix is a summary of classification prediction results.it 

shows correct and incorrect predictions and is broken down 

by each class [17]. 

 

Fig. 10: Confusion matrix 

 

we calculate accuracy metrics on Shapley value, LOO 

and random when we remove high and low-quality data. The 

accuracy mathematical formula is shown in equation (3). 

 

 Accuracy =
( 𝑇𝑃+𝑇𝑁 )

( 𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁 )
 (3) 

                             
TP implies the amount of positive data that the model 

predicts as positive, TN implies the amount of negative data 

that the model predicts as negative, FP implies the amount of 

negative data that the model predicts as positive, and FN 

implies the amount of positive data that the model predicts 

as negative [18]. 

II. THE RESULTS 

In this paper, our goal is to explain the effectiveness of 

data Shapley in recognizing valuable and low-quality data in 

a large public ImageNet dataset. features are extracted from 

a pre-trained convolutional neural network (CNN) called 

VGG16, and computed the data Shapley value of each 

training point with respect to the accuracy of a logistic 

regression algorithm for classification. in addition, in 

collaboration with another colleague, the least valuable and 

most valuable are evaluated for classification in the 
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ImageNet dataset. Qualitative interpretations for their 

Shapley values are provided in the next section. Important 

data points are recognized by Shapley Value for 

classification. As figures represent training data. training 

images contain 42.5% of the negative Shapley Values. after 

evaluating the Shapley Value, data datums are removed, and 

each time when 1% of the training data were removed a new 

logistic regression model is trained. Data points were 

removed and figures indicate the changes in prediction 

accuracy. model performance is declined when high Shapley 

Value data points are removed. In contrast, removing 

randomly data points or removing high LOO values data 

points had a small effect on the performance of the model.  

 

 

Fig. 11: Result of testing to find accuracy 

 

 

Fig. 12: Result of testing to find accuracy 

these are represented in the data Shapley Value is a highly 

accurate measure of a data point’s importance since data 

points with high Shapley values were crucial to 

classification. The Mislabels in the dataset are identified by 

low Shapley Value. My senior data science colleague re-label 

the 100 high-quality and 100 low-quality data and 100 

randomly sampled ImageNet images in the training set.  

There were important observations. First, there were many 

more mislabels in low value images. There were important 

observations. First, many more mislabels existed in low-

value images. observations are indicated many more 

mislabels in low-quality images are existed to compare 

randomly sampled or high value. there is a relation between 

the Shapley values and image quality. Data scientist reported 

that all of the 200 ImageNet images met diagnosis quality. 

but there were nine images where a portion of the object field 

was out of the image frame. Among these nine images, seven 

had negative Shapley values whether or not they were 

correctly or incorrectly labeled. Whereas the other two 

images had positive Shapley values and were correctly 

labeled. Therefore, this suggests that low Shapley values not 

only indicate mislabels but also poor image quality. 

 

 

Fig. 13: Result of testing to find accuracy 
 

 

Fig. 14: Result of testing on to find accuracy 
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Fig. 15: Result of testing on to find accuracy 

 

 

Fig. 16: Result of testing on to find accuracy 

IV.  CONCLUSION 

 Machine-learning algorithms are practical in real life, 

especially in medical and healthcare. therefore, ML 

algorithms should be reliable that fortunately, Shapley Value 

helps ML to be reliable in crucial situations. This prediction 

method will be accurate and it can show what happens in ML 

black box and convert it to a white box and interpret the ML 

algorithm. It can show mislabeled data, high and low-quality 

data when you want to pay the price of data for data 

individuals’ generator. In other words, it can be called the 

equitable valuation data method. 
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