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Abstract— An accurate model for a permanent magnet syn-
chronous generator (PMSG) is important for the design of
a high-performance PMSG control system. The performance
of such control systems is influenced by PMSG parameter
variations under real operation conditions. In this paper, the
electrical parameters of a PMSG (the phase resistance, the phase
inductance and the rotor permanent magnet (PM) flux linkage)
are identified by a particle swarm optimisation (PSO) algorithm
based on experimental tests. The advantages of adopting the PSO
algorithm in this research include easy implementation, a high
computational efficiency and stable convergence characteristics.
For PMSG parameter identification, the normalised root mean
square error (NRMSE) between the measured and simulated data
is calculated and minimised using PSO.

Index Terms— Parameter identification, permanent magnet
synchronous generator (PMSG), particle swarm optimisation
(PSO), modelling, dSPACE.

I. INTRODUCTION

Recently, PMSGs have been widely used in variable-speed
power generation systems especially in wind turbine generator
(WTG) systems [1]. A PMSG has a number of attractive
features, such as a high efficiency, a high torque to inertia
ratio, a high torque to volume ratio, a high air-gap flux density,
a high power factor, high acceleration and deceleration rates,
lower maintenance cost and a compact structure [2].
Generally, the performance of a PMSG control system is
dependent on the good knowledge of generator parameters
that vary with the temperatures and the frequencies [3]. The
accuracy of a PMSG model is determined by its parameters,
which are the phase resistance, the phase inductance and the
PM flux linkage. These parameters should be identified as
accurate as possible. There are many analytical methods which
have been proposed for calculating parameters of electrical
machines [4], [5]. Most of these methods are based on physical
specifications of a PMSG such as mechanical dimensions,
stator winding specifications and rotor PM characteristics.
As most of these information is unknown, these analytical
methods are not feasible for calculating optimised parameters.
On the other hand, experimental methods for parameter identi-
fication, have also been developed such as a dc current decay
test [6], a no-load test, a blocked-rotor test and a load test
[7]. In the dc current test, the steady-state parameters can be
identified without considering transient operating conditions.
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Implementing the blocked-rotor test gives inaccurate parame-
ters, because the voltages and currents are not measured at nor-
mal operating conditions. In the load test, accurate parameters
may be identified but this test requires complex experimental
procedures. In [8], the electrical parameters of a permanent
magnet synchronous motor (PMSM) are identified using an
adaptive identification algorithm, which is based on output
identification errors. The electrical parameters (the phase re-
sistance, the phase inductance and the iron loss resistance)
were identified in steady-state operating conditions, while the
mechanical parameters (the electromotive force constant, the
inertia and the viscous friction) were identified experimentally
in dynamic conditions.
Because the rotor of PMSGs includes PMs and there are
no open-circuit and short-circuit states, the influence of PM
characteristics must be considered in calculations of PMSG
parameters. As a result, the methods based on experimental
tests are also not accurate enough identify to parameters of
a machine [9]. A PSO is a stochastic optimisation method,
which is based on the principles of natural biological evo-
lution [10]. It has been used for optimising parameters of
electrical machines and tuning PI controllers [11]. In [12], a
new approach based on PSO is demonstrated for parameter
identification with a nonlinear PMSM model. The motor
stator resistance and the disturbed load torque are identified
for variable-frequency drive system applications. In [13], the
parameters of a PID controller are optimally tuned by an
adaptive particle swarm optimisation (APSO). Although PSO
is a robust optimisation algorithm, it generally takes a long
time to optimise parameters of a system because of its slow
convergence speed [14]. In this paper, the bounds of param-
eters are minimised using results of experimental tests. The
aim of this procedures of the PSO algorithm is to increase the
accuracy of parameter identification, reduce the search space
of parameters and decrease the convergence time (the time
that algorithm spends to find the global optimal solution) of
the PSO algorithm.
This paper is organised as follows: a PMSG model is rep-
resented in Section II. Parameter measurements of a PMSG
are given in Section III. Section IV illustrates the basics of a
PSO algorithm. The results and discussion are demonstrated
in Section V. Finally in Section VI, a conclusion is given.

II. PMSG MODEL

The operation principles of PMSGs are similar to con-
ventional synchronous generators except that an excitation
winding is replaced by permanent magnets [15]. Figure 1
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Stator PM rotor

Fig. 1. The stator and the PM rotor of a PMSG.
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Fig. 2. Phasor diagram of the PM rotor flux linkage and back-emf in the
stationary reference frame.

shows the stator and the PM rotor of the PMSG used in
this study. Figure 2 shows the phasor diagram of a PMSG
in the stator orthogonal coordinate system (αβ-axis). As can
be seen from Fig. 2, λpm is the magnitude of the rotor PM flux
linkage; λpmα and λpmβ are the α-axis and β-axis rotor PM
flux linkages; eα and eβ are the α-axis and β-axis back-emfs;
ωe and θe are the electrical angular rotor speed and position
respectively; and λpmωe is the magnitude of the back-emf.
There are two types of PMSGs which are classified according

to the location of PMs on the rotor, i.e. the surface-mounted
permanent magnet synchronous generators (SPMSGs) and the
interior permanent magnet synchronous generators (IPMSGs).
The type of the PMSG used in this study is a SPMSG. The
main difference between a SPMSG and an IPMSG is that the
later has a saliency on the rotor and the d-axis inductance is
larger than the q-axis inductance. This difference between the
d-axis and q-axis inductances is due to either the asymmetric
structure of the PMSG or the flux induced magnetic saturation
due to PM [16].
Because of the complexity modelling of the nonlinearity be-
havior of a PMSG which comes from the magnetic saturation
of the iron core, a simplified PMSG model is sufficiently
considered for most control systems [17]. In this research, a
PMSG is accurately modelled using a two-axis representation
under the assumption that the saturation of the iron core and
magnetic losses are neglected. Moreover, symmetrically 3-
phase sinusoidal currents are considered and the rotor does not
contain damper windings. The instantaneous voltage equations

of a PMSG in the αβ-axis can be represented as [18]:

vα = Rsiα +
dλα

dt
, (1)

vβ = Rsiβ +
dλβ

dt
, (2)

where vα and vβ are the α-axis and β-axis stator voltages;
iα and iβ are the α-axis and β-axis stator currents; Rs is the
phase resistance of the stator winding; λα and λβ are the
stator magnetic fluxes which can be expressed (Fig. 2) as
follows.

λα = Lα(θe)iα + λpmcosθe, (3)

λβ = Lβ(θe)iβ + λpmsinθe, (4)

where Lα and Lβ are the inductances in the αβ-axis. In
a SPMSG, these inductances are equal to the self phase
inductance, Ls, of a stator winding and independent to rotor
positions [17].
Substituting λα and λβ of (3), and (4), into (1), and (2),
respectively, rearranging and solving the later two equations,
the estimated α-axis and β-axis stator currents (iα,est and
iβ,est) are obtained as follows.

d

dt
iα,est =

1

Ls

(vα − Rsiα,est − eα,est), (5)

d

dt
iβ,est =

1

Ls

(vβ − Rsiβ,est − eβ,est). (6)

From Fig. 2, It is seen that the estimated α-axis and β-axis
back-emfs (eα,est and eβ,est) depend on the rotor position
angle which can be measured by an encoder. In practice,
an encoder cannot measure an accurate initial position angle,
which may lead to wrong calculations of eα,est and eβ,est

[19]. In this research, an estimator based on an adaptive PI
controller is developed for the estimation of eα,est and eβ,est

as follows.

eα,est = kp,emf(iα,est−iα,m)+ki,emf

∫ t

0

(iα,est−iα,m)dτ (7)

eβ,est = kp,emf(iβ,est−iβ,m)+ki,emf

∫ t

0

(iβ,est−iβ,m)dτ, (8)

where kp,emf and ki,emf are the proportional and integral
factors of the back-emf estimator; iα,m and iβ,m are the
measured α-axis and β-axis stator currents. However, the
proposed back-emf estimator is very easy to implement and
includes a few parameters to be tuned using a PSO algorithm.

III. PMSG PARAMETER MEASUREMENTS

In this section, the particular experimental tests for calculat-
ing the PMSG parameters are briefly described. The measured
parameter values can be utilised for choosing the parameter
boundaries of the proposed PSO algorithm. In this research,
the PM flux linkage is calculated by a no-load test. While, the
phase resistance and inductance are calculated by a load test.
In the proposed load test, the only stator winding of a PMSG
is connected to a variable-voltage rotary regavolt transformer.
The advantage of using a load test is its easy implementation
compared with a short-circuit test.
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A. PM Flux Linkage
In a no-load test, the PMSG is driven by a 3-phase induction

motor at various speeds and the stator winding is open-
circuited. The terminal 3-phase voltages and the rotor speed
are measured. The back-emf is considered as the open-circuit
RMS stator phase voltage, vs. The RMS PM flux linkage, λpm,
is given as [20]:

λpm =
vab

ωe

×

√
2

3
, (9)

where vab is the open-circuit line-to-line maximum voltage.
Figure 3 illustrates the measured PM flux linkage values under
frequency variations.

B. Phase Resistance and Phase Inductance
There is a significant variation in the phase resistance of a

stator winding over an operating temperature range. Measuring
of this variation in resistance gives an estimate the temperature
rise of a stator winding. For a 10 ◦C resolution in the operating
temperature range, the resistance must be estimated to about
5 mΩ accuracy [21]. As the stator winding of the PMSG
used in this study is connected in a star connection and there
is no neutral point supplied, the measured inductance is the
inductance between phase A and phase B which is given as:

Lline = Lsa + Lsb − Lmab − Lmba, (10)

where Lsa and Lsb are the self inductances of phase A and
phase B respectively and Lmab and Lmba are the mutual
inductance between phase A and phase B respectively. The
self and mutual inductances can be expressed as:

Lsa = Lls + Lo − Lmscos(2θe), (11)

Lmab = Lba = −
1

2
Lo − Lmscos(2θe −

2π

3
), (12)

where Lls is the leakage inductance of the stator winding
due to its leakage flux, Lo is the average inductance
due to the air-gap flux and Lms is the saliency inductance
due to the electrical rotor position θe. Lo and Lms are given as:

Lo =
1

2
(Ld + Lq), (13)

Lms =
1

2
(Ld − Lq). (14)

In addition, Lsa and Lmab depend on rotor positions, so
that the d-axis should be aligned with the a-axis in order to
make θe equal to zero and consequently the self inductance
becomes independent to rotor positions. This condition is only
important for a salient rotor machine, IPMSG. In this research,
the proposed PMSG is a non-salient type, SPMSG, therefore
it is not required to align the d-axis with the a-axis.
As mentioned above that in a SPMSG, the d-axis inductance
equals to the q-axis inductance, this consideration makes Lms

equals to zero. If Lls is neglected, then Lsa is equal to Lo.
In practice, Lsa can be measured by several methods such
as a short-circuit test, a load test and a blocked-rotor test.
In this research, the phase stator resistance and reactance are
calculated and demonstrated (Fig. 4) using a load test under a
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Fig. 3. Experimental PM flux linkage values in a no-load test.
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Fig. 4. Experimental stator phase resistance and reactance in a load test.

wide range of current variations. The idea of measuring phase
resistance and reactance is based on calculating the magnitude
of the phase impedance and the phase-shift between the phase
voltage and current. It can be seen from Fig. 4 that the phase
resistance and reactance of the stator winding increase with
current increasing due to the winding temperature changes and
magnetic saturation.

IV. PSO ALGORITHM

A PSO algorithm is an evolutionary computation method
inspired by social behaviors of bird flocking during searching
food. Each bird may be called a “particle” in a population,
that is a “swarm” moving over a “search space” to achieve
an objective. In a PSO algorithm, the position of an parti-
cle illustrates the solution of an optimisation problem. Each
particle moves in the search space with a velocity according
to the previous optimum individual solution and the previous
optimum global solution [22].
It uses a population of N particles, which is the dimension of
the search space. The state of the ith particle is represented
as xi(t) = [xi1(t), xi2(t), ..., xiN (t)]. The previous best state,
pbest, is written as pi(t) = [pi1(t), pi2(t), ..., piN (t)]. The
index of the best state in the global set, gbest, is represented
as pg(t) = [pg1(t), pg2(t), ..., pgN (t)]. The moving velocity,
vi(t), is represented as vi(t) = [vi1(t), vi2(t), ..., viN (t)].
A PSO algorithm can be implemented using (15), and (16),
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[10].

vi(k + 1) = ωvi(k) + c1rand1(pi(k) − xi(k))

+c2rand2(pg(k) − xi(k)), (15)

xi(k + 1) = xi(k) + vi(k + 1), (16)

where k is an iteration number, ω is an inertia weight factor,
c1 and c2 are constants which represent the control parameters
of the PSO algorithm. If c1 and c2 are selected as small values,
the individual may move far from the objective regions before
being tugged back. But if c1 and c2 are selected as large values,
the individual may move in sudden towards objective regions.
Generally, c1 and c2 are selected around 2. The parameters
rand1 and rand2 are random values, which are uniformly
distributed random numbers in [0, 1]. It is important to know
that these values are randomly generated and they may change
during each iteration [23].
As mentioned previously, the purpose of using the proposed
PSO algorithm is to search the optimal parameters of the
PMSG model by minimising the normalized root mean square
errors (NRMSEs) of the current, ei, back-emf, ef , and rotor
speed, eω. Figure 5 illustrates how the PSO algorithm is
used with the PMSG model to identify parameters of a
real PMSG by measuring the 3-phase voltages, vabc, and 3-
phase currents, iabc. The estimated α-axis and β-axis currents,
iαβ,est, the estimated α-axis and β-axis back-emfs, eαβ,est,
and the estimated rotor speed, ωm,est, are compared with the
measured α-axis and β-axis currents, iαβ,m, the measured
α-axis and β-axis back-emfs, eαβ,m, and the measured ro-
tor speed, ωm,m, respectively to calculate NRMSEs. These
NRMSEs are then minimised by the proposed PSO algorithm
to drive the optimal parameters of the PMSG model. In this
research, the rotor speed ωm and position θe are measured for
monitoring purpose.
Thus, for each particle of a population in PSO, its total fitness
value is given as:

F = min(ei + ef + eω), (17)

A NRMSE can be calculated (in percent) according to:

e =

√√√√ 1

n

n∑
i=1

(Ai − Ei)2 ×
100

M
, (18)

where Ai and Ei are the actual and estimated values for
the PMSG state variables respectively, n is the number of
the samples involved for PSO implementation and M is the
mean of the estimated value. In the proposed PSO algorithm,
each particle contains two parameters which are kp,emf and
ki,emf . On the other hand, the search space of the PSO
has two dimensions and the particles must move in a three
dimensional space. As mentioned before that the objective
of the proposed PSO is to minimise ef , ei and eω, thus for
each iteration, it is required to calculate these errors from
the Simulink model of the PMSG and update their values
inside the PSO algorithm. Finally, a maximum number of
iterations are generally predefined in order to terminate the
PSO algorithm. In this work, the PSO algorithm is terminated
when the fitness value of solutions have small changes after
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Fig. 6. Parts of the developed test bench: (1) a variable-speed ac driver,
(2) a 3-phase induction motor, (3) a PMSG, (4) an encoder, (5) voltage and
current sensor boards, (6) a dSPACE controller.

multiple iterations in the searching process. On the other hand,
the termination is true when |Fi(x) − Fi−1(x)| < ε, where ε

is a predefined error limit.

V. RESULTS AND DISCUSSION

The experimental tests have been implemented with an
experimental PMSG (type GL-PMG-500A). The test bench is
shown in Fig. 6. The proposed test bench consists of a PMSG
which is coupled to a 3-phase induction motor (IM) that is
controlled by a variable-speed ac driver. The measurements
are sampled by a dSPACE DS1104 controller. The test bench
is equipped with voltage transducers (type LV25-p), current
transducers (type LA55-p) and an encoder to measure the rotor
speed and position. It is worth noting that all the components
used in the proposed test bench are commercially available.
The parameters of a PMSG model (which includes a back-

emf estimator) are optimised (using the proposed PSO) and
listed in Table II. It is apparent that, these parameters vary
with operating conditions due to the variation of the measured
physical parameters.
Table I presents the comparison results of the percentage
NRMSEs under three test cases. In case 1, the back-emf is
calculated using the measured rotor speed and position. In
cases 2 and 3, the back-emf is estimated from a back-emf
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TABLE I
PERCENTAGE NRMSES FOR A COMPARISON UNDER ROTOR SPEED VARIATIONS

Case 1 Case 2 Case 3
Using Measured Parameters Using Fixed Parameters Using Optimised Parameters

Rotor Speed, (rpm) ei(%) ef (%) eω(%) ei(%) ef (%) eω(%) ei(%) ef (%) eω(%)

Low, 75 85.83 4.61 4.76 2.41 6.19 7.11 2.91 4.47 5.07

Rated, 375 31.82 4.26 4.33 0.48 4.85 4.87 0.39 5.74 5.86

High, 750 43.14 5.23 5.36 3.96 5.61 5.73 1.32 6.11 6.23
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Fig. 7. Experimental and estimated α and β currents in the transient.

estimator. The main difference between case 2 and case 3 is
that in case 2, the PI parameters of a back-emf estimator are
considered fixed values, while in case 3, the PI parameters are
optimally varied with operating conditions. It is seen that, ei

of case 1 are very high (especially at a low speed) because
of neglecting the influence of the initial rotor position. In
cases 2 and 3, the NRMSEs are significantly reduced because
of considering the influence of the initial rotor position in
the estimated back-emf. It is clear that the maximal NRMSE
in case 1 is 85.83%. While in cases 2 and 3, the maximal
NRMSEs are reduced to 7.11% and 6.23% respectively. These
results show the effectiveness of the proposed PSO algorithm
for parameter identification of the PMSG compared with the
numerical methods that mentioned previously.
Figure 7 shows a comparison between the αβ-axis measured
and the estimated phase currents in the transient using the
optimised parameters. Figure 8 illustrates the magnitude of
the measured and estimated phase current. It is seen that,
the estimated currents using the accurate PMSG model (with
using the optimised parameters) is very close to the measured
currents. Figure 9 shows the magnitude of the measured and
estimated back-emfs at the rated speed. It is seen that the
transient response of a back-emf estimator has an effective
time-constant of about 1.5 s.
To further validate the PMSG model, a comparison between

the measured rotor speed and position with the estimated rotor
speed and position are demonstrated in Figures 10 and 11. It
is seen that the estimated rotor speed is very close to the
measured rotor speed especially during steady-state operation.
Finally, it is worth to note that in this paper, the performance
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Fig. 8. Experimental and estimated phase currents.
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TABLE II
OPTIMAL PARAMETER VALUES OF THE PMSG MODEL USING THE

PROPOSED PSO ALGORITHM

Rotor Speed, (rpm) Rs (pu) Xs (pu) kp,emf ki,emf

Low, 75 0.018 0.046 66.39 29.32

Rated, 375 0.027 0.346 54.48 39.08

High, 750 0.033 0.842 125.58 26.90

Fixed parameter 0.026 0.334 82.15 31.77

of a PMSG model is improved by minimising the NRMSE
(which represents the overall error performance) while in [12],
the steady-state error has been considered for measuring the
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Fig. 10. Experimental and estimated rotor speed.
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Fig. 11. Experimental and estimated electrical rotor position.

performance of a PSO-based parameter identifier. In addition,
in [12] the maximum steady-state speed error is around 1.8
rad/s while in this work, the corresponding error is minimised
to 0.25 rad/s (at rated rotor speed) by using the optimised
parameters.

VI. CONCLUSION

A PSO algorithm based parameter identification of a PMSG
model has been implemented and tested with experimental
data. The proposed PSO algorithm used in this research
allows results to be obtained with a good accuracy. A close
agreement between the experimental measured data and the
corresponding simulated data is obtained, which verifies the
effectiveness of the proposed PSO algorithm for parameter
identification. Further work will be focused on identifications
of mechanical parameters of a PMSG.
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