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Abstract 

In this paper, a new method is proposed for people tracking using the human skeleton provided by the Kinect sensor, Our 

method is based on skeleton data, which includes the coordinate value of each joint in the human body. For data classification,  

the Support Vector Machine (SVM) and Random Forest techniques are used. To achieve this goal, 14 classes of movements 

are defined, using the Kinect Sensor to extract data containing 46 features and then using them to train the classification 

models. The system was tested on 12 subjects, each of whom performed 14 movements in each experiment. Experiment results 

show that the best average accuracy is 90.2 % for the SVM model and 99 %  for the Random forest model. From the experiments, 

we concluded that the best distance between the Kinect sensor and the human body is one meter. 

KEYWORDS: Classification, Kinect skeleton, People tracking, Random Forest, Support Vector Machine (SVM).  

 

I.  INTRODUCTION 

Human activity recognition is one of the most widely 

researched topics, with numerous applications including 

human-computer interface, smart video surveillance, sports, 

and health care [1], [2]. In this work, the main aim is to 

recognize human activity by using the skeleton data provided 

by the Kinect sensor [3]. The benefits of using Kinect devices 

include the ability to track the position of human body joints 

in low light conditions, being suitable for the indoor 

environment's location, being reliable, and having a low cost. 

By capturing skeleton data, the Kinect sensor can recognize 

human activities. The skeleton data can provide the 

coordinate value of each joint detected by the Kinect. Three 

sorts of data are available from the Kinect sensor [4]: 

• RGB images: Provided by the RGB camera. The Kinect 

uses this data to learn about the objects and people in the 

room [5], and it works like a 2D camera. 

• Depth data: are provided by the depth sensor which is the 

combination of the IR projector and the depth camera, that 

gives the distance between the human's body and the depth 

camera. 

• Skeleton data: the traced skeleton provided by the Kinect 

consist of twenty joint positions, each joint have three 

coordinates (x, y, z) [5]. 

The skeleton data is used to classify human activity based 

on their movement [6]. 14 activities have been chosen; 

standing in the room, prayer position, sitting on the floor with 

stretched legs, sitting on the floor with crossed legs, lying on 

the floor, lying on the floor with one leg raised, sitting on the 

bed, standing on the bed, standing on the bed with stretched 

legs, lying the bed with one leg raised, lying on the bed, 

sitting on the chair, sitting on the chair with crossed legs (the 

right leg on the left leg), sitting on the chair with crossed legs 

(the left leg on the right leg). These activities will be used to 

build our dataset for the training and testing process. The data 

will be classified using two methods the Support Vector 

Machine (SVM) which is chosen because it performs best in 

a large feature space, can handle large amounts of data better, 

and is suitable for classifying non-linear data. The other used 

method is the Random Forest algorithm, which consists of a 

large number of decision trees The random forest algorithm 

generates a 'forest,' which is trained using bagging or 

bootstrap aggregation. Bagging is a meta-algorithm 

ensemble that improves the accuracy of machine learning 

algorithms, experiments showed that these methods give a  

very good performance. The proposed tracking scheme is the 

main contribution of this work that we provide. 

The remainder of the paper is organized as follows. In 

Section II, the related works are listed; in Section III, the 

methodology with the classification methods and feature 

extraction are listed in this section. In Section IV, all 

experiments are described and the results are presented in 

Section V presented. Finally, in Section VI, concluding 

remarks and feature works are provided. 

http://ijeee.edu.iq/Papers/Vol17-Issue2/1570758097.pdf
http://ijeee.edu.iq/Papers/Vol17-Issue2/1570758097.pdf
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II.  RELATED WORK 

Many techniques for human activity recognition have 

been proposed in recent years, with some of them aiming to 

extract features from depth data, also they used fewer 

features and body positions in their work, these papers are as 

follows:  

 E. Cippitelli, S. Gasparrini, E. Gambi, and S. Spinsante 

et al. [7] Have proposed an algorithm for activity 

recognition. This algorithm is based on the skeleton data 

extracted from an RGBD sensor and creates a feature vector 

to represent the whole activity. The proposed algorithm 

works with two publicly available datasets, the KARD and 

CAD-60. Then the researchers R. Vemulapalli, F. Arrate, 

and R. Chellappa, et al. [8] Introduced R3DG features, which 

are a set of 3D skeleton representations of body parts for 

human action recognition. The proposed models explicitly 

model the two objects' relative 3D geometry. Rigid-body 

transformations are used in various body sections that are not 

directly connected by a joint. T. H. An, T. Q. Phuc, N. T. Hai, 

and T. T. Mai, et al. [9] In this study, researchers reported on 

human fall recognition using bone data. Using the Kinect 

camera system, they conduct three distinct experiments with 

a database build from the human skeleton.  To identify fall 

cases and daily activities, the SVM algorithm was used, and 

it has great accuracy. Furthermore, this technique 

demonstrated the greatest promise for using skeletal data to 

recognize human poses.S. Gaglio, G. Lo Re, and M. Morana, 

et al. [10] Propose a system for recognizing human activities 

from 3-D posture data. They specifically mentioned a 

scenario in which the entire environment is outfitted with 

several sensory nodes that can monitor raw metrics like 

temperature, humidity, and light level in an unobtrusive 

manner. In this case, the Kinect is in charge of acquiring 

high-level data regarding the user's actions. M. W. Rahman 

and M. L. Gavrilova, et al. [11] Introduced a method for 

identifying people based on sensor-based gait data. The 

project's goal is to identify a person by utilizing 3D skeletal 

joint gait data from the Kinect. Each individual's gait cycle 

is detected, and features are got to learn using a KNN 

classifier.            

III.  METHODOLOGY 

We developed a system for human action recognition 

that classifies action names based on human movement using 

support vector machines and random forest algorithms. To 

obtain the classification result, supervised learning is used, 

which must include training data. Fig. 2 shows an overview 

of  the purposed system.  

A. Skeleton joints position 

The Kinect sensor can track the human body with 

various joint points using skeleton tracking. Using the Kinect 

for Windows SDK, it can track up to six persons and up to 

20 joints for each skeleton. Only two persons can be tracked 

in detail, which means the sensor can return information on 

all 20 tracked joint points, whereas reset persons only get the 

overall position. This is because tracking joint information 

for all six persons would require a large amount of 

processing [12].  

This indicates that the sensor can track 20 skeletal joint 

points. That twenty joints are the head, shoulder center, 

spine, hip center, left hip, right hip, right shoulder, right 

elbow, right wrist, right hand, left shoulder, left elbow, left 

wrist, left hand, right knee, right ankle, right foot, left knee, 

left ankle, left foot. For the highest performance and 

precision, all joint positions are employed in this study. The 

figure below illustrates the skeleton joint position. 

Fig. 1: Skeleton joints names. 

Fig. 2: Overview of system flow. 
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B.  Dataset Collection and Feature extraction 

First, extract the joint position from the skeleton monitored 

by the Kinect; each joint has three values of the (x, y, z) 

coordinates As shown in Fig. 3. [1]. Many properties can be 

obtained from these values, including joint angles, joint 

distances, distances between joints from the Kinect sensor, 

and distances between the Kinect and the human skeleton. 

There will be a total of 46 features. Then from these features,   

14 body positions are driven as shown in TABLE I. Finally, 

the dataset was build based on these values. This dataset will 

be used for training and testing steps for the classification 

models.  

C. Classification methods 

 

In our work two classification methods have been used: 

 

1) Support vector machine 

Cortes and Vapnik developed the Support Vector Machine 

(SVM) method in 1995 to solve classification and regression 

problems. SVM's concept is to find the best line that divides 

two classes and determines the support vector. A hyperplane 

is a name given to this line. Support vector machines are 

typically used for linear classification. SVM, on the other 

hand, was designed to be used for non-linear classification 

by utilizing a kernel trick on feature space [1], [13]. The 

fundamental principle of SVM is that the function transfers 

data x to a vector space with a higher dimension (x) [14].  

 In this paper, the Gaussian Radial Basis Function kernel 

(RBF) was used. Regardless matter whether the sample is 

low-dimensional, high-dimensional, large-scale, or small-

scale. The Gaussian kernel function is seen to be the best 

option because it has a larger convergence domain [3]. The 

RBF kernel's expression is, 

 

 K(x⃗ i, x⃗ j) =  exp (
− ||x i−σx j||2

2σ2
 )  (1) 

 

 

 

TABLE I 

 THE SELECTED CLASSES AND THEIR 

DESCRIPTION 

 

Classe 

No. 
Definition  

1. Standing in the room 

 

2. 
Sitting on the floor (the 

prayer position)  

 

3. 
Sitting on the floor with 

stretched legs 

 

4. 
Sitting on the floor with 

crossed legs 
 

5. Lying the floor  

6. 
Lying the floor with one 

leg raised 
 

7. Sitting on the bed 
 

8. Standing on the bed 
 

9. 
Standing on the bed with 

stretched legs 

 
 
 
 

10. 
Lying the bed with one 

leg raised 

 

11. Lying the bed 
 
 
 

12. Sitting on the chair 

 

13. 
Sitting on the chair with 

crossed legs (The right 

leg on the left leg) 

 

14. 
Sitting on the chair with 

crossed legs (The left leg 

on the right leg) 

 

Fig. 3: Three coordinates for joint position [20]. 
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The SVM model was trained it using our dataset, and the 

data is divided using cross-validation, with 50% of the data 

randomly selected for training and 50% for testing, and the 

procedure is repeated for 10 iterations, with the accuracy 

being evaluated at each iteration. After training the confusion 

matrix is determined as shown in Figure below.   

As we can see in Fig. 4. The rows of the confusion matrix 

represent the true classes, while the columns of the matrix 

represent the predicted classes. The numbers in the blue cells 

represent correct predictions. The diagonal here is where the 

model performed accurately, and these cells will have high 

values in comparison to other cells in the same row. Because 

the true positives and true negatives are along the diagonal 

from top-left to bottom-right, we can assume the model is 

performing well if this diagonal is highlighted.  

 

2) Random Forest 

The random forests classifier, formed by a set of randomized 

decision trees, these trees are trained from the training sets. 

From the training sets, M segment features are randomly 

chosen and placed at a root node in each decision tree, that is 

connected to a group of terminating leaf nodes via the inner 

binary splitting joints [15]. At each interior joint, f variables 

from the F feature dimension are picked at random, and the 

decision threshold t is determined from the range {t|mint 

f(vi) ≤ t ≤ maxi f(vi)}. The definition of splitting function is: 

 

 f(vi) = {
1, 𝑖𝑓 {𝑖 ⋲ 𝐼|f(vi) > t}

0,                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (2) 

 

The random forests model was trained with the important 

predictors determined from the “predictor importance 

function”. To chose the best predictors we need to threshold 

them. So the threshold decided to be a value of "2" ( see Fig. 

5), then the number of important features will be 29 features 

which will be used in the training and testing steps. Using 

our dataset, and the data is divided using cross-validation, 

with 50% of the data randomly selected for training and 50% 

for testing, and the procedure is repeated for 10 iterations, 

with the accuracy being evaluated at each iteration. 

After training the confusion matrix is determined as 

shown in Fig. 6.  As we can see the numbers in the blue cells 

represent correct predictions. The diagonal is where the 

model has performed accurately. Because the true positives 

and true negatives are located along the diagonal from top-

left to bottom-right, we can assume that the model is 

performing well if this diagonal is highlighted. As we can see 

the correct predicted values in this confusion matrix are 

higher than the values of the confusion matrix of the SVM 

model.  

 

 

IV.  EXPERIMENTS 

The experiments were repeated five times for each 

activity to determine which prediction was accurate and 

which was incorrect. The tests were carried out on a total of 

12 people (9 men and 3 women). Because the Kinect sensor 

can not track the joints of the left hip, right hip, right knee, 

Fig. 5:  Predictor importance of  46 featuer. 

Fig. 4: The confusion matrix of the SVM model 

Fig. 6: The confusion matrix of the Random Forest model. 

 

Fig. 4: The confusion matrix of the SVM model. 
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right ankle, right foot, left knee, left ankle, and left foot, 

testing data on stand-up position have a high error over a 1-

meter distance. The Kinect sensor and the human body are 

too close. The best distance for this testing data is 2 meters. 

During experiments, there are 14 scenarios: 

 

1. Standing position: in this scenario the person stands up 

straightly with his/her arms relax. With his/her eyes look 

at Kinect. The distance between the person's body and 

Kinect is 176 cm. 

 

2. Prayer position: in this scenario the person sits on the 

ground in a prayer position with his/her right side is in 

front of the Kinect, the distance between the person's 

body and Kinect is 150 cm. 

 

3. Sitting on the floor with stretched legs position: in this 

scenario, the person sits on the ground in front of the 

Kinect with his/her legs are straightened, the distance 

between the person's body and Kinect is 226 cm.  

4. Sitting on the floor with crossed legs position: in this 

scenario, the person sits on the ground in front of the 

Kinect with his/her legs are crossed, the distance 

between the person's body and Kinect is 220 cm. 

 

5. Lying on the floor position: in this scenario,  the person's 

body lying on the ground in a vertical direction from the 

viewpoint of the Kinect, the distance between the 

person's body and Kinect is 126 cm  

 

6. Lying on the floor with one leg raised position: in this 

scenario,  the person's body lying on the ground with one 

leg raised in a vertical direction from the viewpoint of 

the Kinect, the distance between the person's body and 

Kinect is 126 cm. 

 

7. Sitting on the bed position: the person sits on the bed, 

with his/her hands are on the bed, and keeps his/her back 

straight, the distance between the person's body and 

Kinect is 186 cm. 

 

8. Standing on the bed position: in this scenario, the person 

stands on the bed straightly with his/her arms relax. 

His/her eyes look at Kinect, the distance between the 

person's body and Kinect is 226 cm. 

 

9. Sitting on the bed with stretched legs position: in this 

scenario, the person sits on the bed in front of the Kinect 

with his/her legs are straightened, the distance between 

the person's body and Kinect is 212 cm. 

 

10. Lying on the bed with one leg raised position: in this 

scenario,   the person's body lying on the bed with one 

leg raised in a vertical direction from the viewpoint of 

the Kinect, the distance between the person's body and 

Kinect is 230 cm. 

 

11. Lying on the bed position: in this scenario,  the person's 

body lying on the bed in a vertical direction from the 

viewpoint of the Kinect, the distance between the 

person's body and Kinect is 230 cm. 

 

12. Sitting on the chair position: in this scenario, the person 

sits on the chair, with his/her hands are on the chair 

sides, with his/her feet touches the floor, and keeps 

his/her back straight, the distance between the person's 

body and Kinect is 221 cm.  

 

13. Sitting on the chair with the right leg on the left leg 

position: in this scenario,   the person sits on the chair,  

with his/her hands are on the chair sides, and his/her 

right leg on the left leg, and keeps his/her back straight, 

the distance between the person's body and Kinect is 221 

cm. 

 

14. Sitting on the chair with the left leg on the right leg 

position: in this scenario,   the person sits on the chair, 

with his/her hands are on the chair sides, and his/her left 

leg on the right leg, and keeps his/her back straight, the 

distance between the person's body and Kinect is 221 

cm. 

V.  RESULTS 

The SVM model has been trained using our dataset, and 

the average accuracy is determined by the equation: 

 𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (3) 

The average accuracy value was 90.2%, then to improve 

the accuracy value, the random forest model was trained with 

the best features and get an average accuracy of 99%. 

 

Then the average recall and the precision for each class 

are also determined by the following equations: 

Fig. 7: A simple construction of the room used in our 

experiments. 
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 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (4) 

 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
  (5) 

 

Where: 

 

TP:  represent if the sample is positive and correctly 

classified as positive, it is considered a true positive. 

 

TN: represent if the sample is negative and correctly 

classified as negative, it is considered a true negative. 

 

FN: if the sample is positive and classified as negative, it is 

considered a  false negative. 

 

FP: if the sample is negative and classified as positive, it is 

counted as false positive [16].  

 

 TABLE II and TABLE III Show the average recall and 

the precision for each class for both SVM and random forest 

models respectively. 

 

TABLE II. 

RECALL AND PRECISION VALUES FOR THE SVM 

MODEL 

 

 

 

 

TABLE III. 

RECALL AND PRECISION VALUES FOR THE 

RANDOM FOREST  MODEL 

 

Class No. Recall % Precision % 

1. 99.4529 99.5250 

2. 99.8435 99.4483 

3. 99.8011 99.8563 

4. 99.8140 99.9276 

5. 99.8683 99.8135 

6. 99.7747 99.7392 

7. 99.7773 99.8196 

8. 99.8135 99.8135 

9. 99.7419 99.8652 

10. 99.6608 99.8171 

11. 99.7353 99.5520 

12. 99.8565 99.8360 

13. 99.8368 99.8062 

14. 99.7296 99.8376 

VI.  CONCLUSION 

In this paper, we propose a method for recognizing 

human activity using the skeleton provided by the Kinect 

sensor. There are 1120 different experiments with 14 

different features extracted from the tracked human skeleton. 

The obtained results show this skeleton allows classifying 

well fourteen postures. For classification, the SVM and 

Random forest techniques are used, from the SVM model get 

an average accuracy of 92%, and from the Random Forest, 

get an average accuracy of 99.7%. In the future, we plan to 

experiment with different classification methods and 

compare the resulting classification accuracy, also plan to 

add more experiments to improve the accuracy. 
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