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Abstract 

CMOS stack circuits find applications in multi-input exclusive-OR gates and barrel-shifters. Specifically, in wide fan-in CMOS 

NAND/NOR gates, the need arises to connect a relatively large number of NMOS/PMOS transistors in series in the pull-down 

network (PDN)/pull-up network (PUN). The resulting time delay is relatively high and the power consumption accordingly 

increases due to the need to deal with the various internal capacitances. The problem gets worse with increasing the number of 

inputs. In this paper, the performance of conventional static CMOS stack circuits is investigated quantitatively and a figure of 

merit expressing the performance is defined. The word “performance” includes the following three metrics; the average 

propagation delay, the power consumption, and the area. The optimum scaling factor corresponding to the best performance is 

determined. It is found that under the worst-case low-to-high transition at the output (that is, the input combination that results 

in the longest time delay in case of logic “1” at the output), there is an optimum value for the sizing of the PDN in order to 

minimize the average propagation delay. The proposed figure of merit is evaluated for different cases with the results discussed. 

The adopted models and the drawn conclusions are verified by comparison with simulation results adopting the 45 nm CMOS 

technology. 

KEYWORDS: Area, CMOS stack, optimization, power consumption, time delay. 

I. INTRODUCTION 

CMOS circuits that can be implemented using the universal 

NAND or NOR gates may contain long stacks of NMOS or 

PMOS transistors if the fan-in is wide. The main problem 

associated with these circuits is the relatively slow response 

and high power consumption. Multi-input exclusive-OR 

gates that are required in applications such as parity-check 

and error-correction circuits or some built-in testing circuits 

and barrel-shifters 0 are types of applications that may 

include a long stack of series-connected transistors. In this 

paper, the problem of the slow response and high power 

consumption of the wide fan-in stack circuits will be 

discussed quantitatively along with a brief survey of the 

previous work related to this problem. Then, three 

performance metrics (the average propagation delay, the 

power consumption, and the area) for assessing the 

performance of these circuits will be discussed. 

 

A figure of merit that includes these three performance 

metrics is adopted and the effect of the exponential sizing 

strategy on the area, the low-to-high propagation delay, the 

high-to-low propagation delay, and the power consumption 

is investigated quantitatively. The optimization of the 

performance of these circuits, i.e. maximizing the defined 

figure of merit, through the proper sizing of the stacked 

transistors will then be discussed with the optimum sizing 

determined. 

 

The remainder of this paper is organized as follows: 

Section II discusses the problem of degraded performance of 

CMOS stack circuits in detail. Section III discusses a brief 

survey of the previous work related to enhancing the 

performance of CMOS stack circuits. The analysis 

performed in this paper in order to assess the performance of 

CMOS stack circuits will be presented in Section IV with the 

associated results and discussion presented in Section V. The 

simulation results will be presented in section VI. Finally, 

the paper will be concluded in Section VII with points for 

future work suggested in Section VIII. 

II. PROBLEM STATEMENT 

The problem of degraded performance associated with 

circuits containing MOSFET transistor stacks will be 

discussed in detail. Refer to Fig. 1 for a NAND gate with n 

inputs realized in the static complementary CMOS 

logic-circuit family. Assume that the parasitic capacitance at 

the output node, Y, is charged to a voltage of VDD through any 

one or a combination of the PMOS transistors of the pull-up 

network (PUN). Now, if all the inputs, A1, A2,……, An-1, and 

An, are at logic “1,” then all the NMOS transistors in the 
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stack will be activated. The parasitic capacitance at the 

output node have to discharge through the stack. 
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Fig. 1: A typical NAND gate with n inputs implemented in 

static complementary CMOS logic. 
 

However, the discharging process will be slow due to 

the following reasons [2]: 

 

1. Due to the voltage division between the serially connected 

NMOS transistors, the drain-to-source voltages of all the 

NMOS transistors except the uppermost one will be lower 

than their gate-overdrive voltages, thus they operate in the 

triode region during the whole discharging process. 

However, M1 (refer to Fig. 1) operates in the saturation 

region from the onset of the discharging process to the 

instant of time at which its VDS will be smaller than its VGS – 

Vthn after which it enters the triode region. Since the current 

in the saturation region is relatively independent of the 

drain-to-source voltage and since the current in the entire 

stack is limited by that of the uppermost device, the 

discharging current will be relatively independent of VDS 

during this time interval, thus slowing down the operation. In 

fact, you can imagine the stack of the NMOS transistors as n 

resistors connected with each other in series. The larger the 

number of the transistors in the stack, the larger the total 

resistance will be with the result that the discharging current 

decreases. 

 

2. The time interval during which the uppermost device 

operates in the saturation region elongates with technology 

scaling, thus slowing down the operation further. 

 

3. Due to the parasitic capacitances at the internal nodes, 

there will be an initial voltage at the source of each transistor. 

So, the gate-to-source voltage of the corresponding transistor 

will be small, thus reducing the discharging current 

significantly. 

 

4. It is obvious from the previous discussion that the source 

voltage of each transistor will be higher than 0 V except the 

lowermost one. Assuming that the substrate terminals of all 

the NMOS transistors in the stack are at 0 V. So, the 

body-source junction of each transistor except the lowermost 

one will be reverse-biased, resulting in an increase in the 

threshold voltage [3] of each transistor in the stack except the 

lowermost one. Increasing the threshold voltage will 

certainly reduce the discharging current. In fact, the increase 

in the threshold voltage of the transistors in the stack can be 

considered a double-edged weapon. Besides the reduction in 

the discharging current, the subthreshold-leakage current 

depends exponentially on the negative of the threshold 

voltage [4]. Thus, the subthreshold-leakage current 

decreases significantly through the stack. 

 

5. Assuming the worst-case scenario, if all the inputs are 

activated except An which is connected to the lowermost 

transistor, then the load capacitance as well as all the internal 

capacitances will charge to VDD. If then all the inputs are 

activated, all these capacitances have to discharge to ground. 

At the beginning of the discharging process, the VDS voltages 

across all except the lowermost transistor will be at 0 V. So, 

the upper internal capacitances cannot discharge until the 

VDS voltages across the discharging transistors rise above 0 

V. The lowermost internal capacitance will thus begin 

discharging through M1, then the VDS voltage of M2 will 

increase allowing the associated internal capacitance to 

discharge and so on. The upper internal capacitances at the 

output node will thus spend a certain time interval during 

which it cannot discharge, thus staying at VDD. This is known 

as the plateau voltage and is shown in Fig. 2. 

 

Certainly, increasing the size of the transistors in order 

to reduce the delay results in increasing the internal 

capacitances with the associated increase in the 

dynamic-switching power consumption. 

 

t

Vout

 
Fig. 2: The output voltage versus time illustrating what is 

known as the plateau voltage. 
 

The above discussion applies equally well to the stack of 

PMOS transistors. The phenomenon of plateau voltage 

exists also in the PUN except that it is associated with a time 

interval during which the output voltage stays at 0 V at 

which the internal capacitances charge. Taking into account 

that the PMOS transistor requires an area larger than that of 
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the NMOS transistor to obtain the same current due to the 

lower mobility of holes compared to that of free electrons, 

the problem of slow response will be more perceptible in 

NOR gates than in NAND gates. This is due to the larger 

associated parasitic capacitances. Pseudo NMOS and 

domino logic-circuit families are not better than 

static-complementary family in this respect. In fact, the 

always activated PMOS device in the first family and the 

PMOS keeper in the second one dictates using a larger size 

for the PDN in order to combat the contention current and 

discharge the output node. 

 

In the next section, a brief survey of the previous work 

related to enhancing the performance of CMOS stack 

circuits will be presented. 

III. PREVIOUS WORK 

The schemes used to reduce the time delay of the stack 

circuits can in general be classified into three categories. The 

first one relates to the use of additional circuits to enhance 

the performance of the existing circuit. The reader is referred 

to [5] - [6] for circuits of this type. However, using an 

additional circuit adds to the circuit cost and thus its usage 

needs to be justified in terms of the required area and power 

consumption. The second category is concerned with using 

an alternative circuit. Using alternative circuits to static 

CMOS stacks is usually associated with more sensitivity to 

process variations. A circuit of this type can be found in [7] - 

[9]. The third category relates to the proper sizing of the 

transistors in the stack. In this section, the previous work 

related to the sizing will be portrayed. 

 

Changing the size of the transistors in the stack is a 

rudimentary solution. There are five schemes for sizing the 

transistors in the stack; uniform, linear, exponential, a 

combination of the uniform and exponential (or linear), and a 

combination of the linear and exponential sizing schemes. 

The uniform-sizing strategy simply means increasing the 

transistor channel widths in the stack so that all the transistor 

widths will be the same [10]. This sizing strategy, although 

decreases the transistor equivalent resistances, it causes the 

internal capacitances as well as the output capacitance to 

increase. So, the decrease in the delay caused by the 

reduction of the transistor equivalent resistances is partially 

compensated for by the associated increase in the parasitic 

capacitances. Thus, the net decrease of the delay will be 

either small or there will be no reduction at all. This scaling 

strategy reduces the delay significantly when the load 

capacitance at the output terminal is much larger than the 

parasitic capacitances at the source/drain junctions of the 

transistors in the string. However, when the load capacitance 

at the output terminal is on the same order of magnitude as 

those due to the transistors, this scaling strategy causes little 

or no reduction at all in the delay. This point will be 

confirmed in Section V. 

 

Shoji proposed sizing the transistors in the stack such 

that there will be a positive gradient in the transistor channel 

width in the direction from the output terminal to the ground 

terminal in NMOS stacks. That is, in NMOS stacks, the 

transistor nearest the ground terminal has the largest channel 

width with the width decreasing upward and thus the 

transistor nearest the output terminal has the smallest 

channel width. This process is known as tapering [11] (refer 

to Fig. 3 for illustration). Transistor tapering is also 

appropriate for use with domino logic-circuit family if the 

channel width of the lowermost transistor is restricted such 

that the impact on the clock distribution network is minimal 

[12], thus avoiding the redesign of such systems. 

 

 
              (a)                          (b)                               (c)                      (d) 

Fig. 3: Illustrating some types of tapering in MOS stacks. (a) 

Without tapering, (b) Linear tapering, (c) Exponential 

tapering, (d) Combination of unifrom and exponential 

tapering [13]. 

 

The transistor channel widths need thus to be scaled 

according to some scaling function. According to the first 

scaling function, the transistor channel widths are related to 

the width of the lowermost transistor by the relationship 

 

   1 1nW W n W    , (1) 

where Wn is the channel width of the nth transistor with n = 1 

representing the uppermost transistor and thus W1 is the 

channel width of the transistor connected to the output node 

and ΔW represents the amount of reduction in the channel 

width. This sizing strategy is aptly called the linear sizing 

since the difference between the channel widths of any two 

consecutive transistors is the same as shown in Fig. 3 (b). 

The second sizing strategy dictates scaling down the channel 

widths according to this relationship [12]: 

 

 n

n WW 1

1

 ,  (2) 

where α is a scaling factor that is certainly smaller than unity. 

This sizing strategy is aptly called the exponential sizing 

since the ratio between the channel widths of any two 

consecutive transistors is the same as shown in Fig. 3 (c). 

The third sizing strategy is a combination of the uniform and 

either the linear or the exponential sizing strategies. 

According to this strategy, some portion of the lower 

transistors are made to have the same size with the linear or 

exponential sizing applied on the transistors closest to the 

output terminal as shown in Fig. 3 (d). In fact, Ding et al. 

claimed that the last one is the best choice in reducing the 

time delay [13]. However, Choudhary et al. claimed that 

putting the largest transistor in the middle of the stack in a 

hill-like fashion reduces both the power dissipation and area 

[14]. The effects of tapering on the delay and the power 

consumption was investigated experimentally in [15]. In 
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[16], the optimization of the power-delay product is 

optimized quantitatively using an RC model. However, there 

are no quantitative attempts reported about the effect of the 

sizing of the NMOS transistors in the PDN on the 

low-to-high propagation delay or on the power consumption. 

Also, no quantitative attempts were reported about the effect 

of tapering on the three adopted performance metrics in a 

single figure of merit. 

 

All the discussion and analysis performed in this paper 

are concerned with the NMOS stacks. However, they can be 

applied equally well to PMOS stacks with replacing NMOS 

by PMOS, ground by power supply, discharge by charge, 

high-to-low transition by low-to-high transition, and 

pull-down network by pull-up network. 

IV. ANALYSIS 

In the analysis performed in this paper, the 

exponential-sizing strategy will be adopted with the scaling 

factor being the only design variable in varying the transistor 

channel widths. However, changing the transistor channel 

widths causes both the delay, the power consumption, and 

the area to change in opposite directions, thus resulting in 

contradicting effects [16]. As an illustration of the 

contradiction that may occur when acting to enhance these 

performance metrics simultaneously, consider this example. 

Increasing the transistor widths causes the time delay to 

decrease, however at the cost of increasing the power 

consumption due to the associated increase in the parasitic 

capacitances and increasing the area. In addition, the 50% 

time-delay point can be delayed for certain values of CL and 

channel tapering [16] with a benefit of reducing the 

90%-to-10% fall time. This causes a reduction in the time 

interval during which the output waveform reduces from VDD 

- |Vthp| to Vthn. Since this time interval is that during which 

both the NMOS and PMOS devices of the driven stage 

conduct, the short-circuit current will be reduced. 

 

In this section, the derivation of the compact forms of 

the three performance metrics; time delay, power 

consumption, and area will be presented. Since these three 

performance metrics are preferred to be at their minimum, 

the adopted figure of merit for assessing the performance of 

the stack circuits will be defined as 

 

pAPt
FOM

1
 .                     (3) 

The three performance metrics are involved in the 

denominator of the FOM, thus the circuit performance will 

be at its optimum state when the FOM is at its maximum. 

Nevertheless, the priority of a certain performance metric 

depends on the application at hand. For example, in 

portable applications, the power consumption and the area 

are expected to be the two most important parameters in 

order to reduce the weight of the product and prolong the 

battery lifetime. So, these two metrics must be stressed in 

the defined FOM. On the other hand, in military 

applications or servers, the time delay is the most important 

parameter. In order to emphasize the importance of a 

certain performance metric, the FOM can be modified to be 

in the form 

 

 
321

1
a

p

aa
tPA

FOM  ,  (4) 

in which these parameters are raised to the exponents, a1, a2, 

and a3. The values of these exponents are to be determined 

by the designer and signify the relative importance of a 

certain performance metric. 
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Fig. 4: The stack of Fig. 1 with the internal capacitances and 

sizes indicated. 
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Fig. 5: Representing the PDN of Fig. 4 by an RC circuit. The 

initial voltages at the drain terminals of the transistors are 

also indicated. 
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Now, refer to Fig. 4 for the circuit schematic of an 

n-input NAND gate using the static complementary CMOS 

logic-circuit family with the proper sizing and the associated 

capacitances indicated. In this analysis, the exponential 

sizing strategy will be adopted with α representing the 

scaling factor. So, the size of the ith transistor is αi(W/L)n. 

The terminology adopted in the analysis will be illustrated in 

the following subsection. 

 

A. Terminology 

Refer to Table I for the parameters adopted in the 

analysis along with their indication and adopted values for 

the 45 nm CMOS technology. 

 

B. The Average Propagation Delay 

There are two strategies for estimating the time delay 

[3]; the contamination time delay which represents the 

minimum or best-case scenario and the propagation time 

delay which represents the maximum or worst-case scenario. 

Toward finding these time delays, the transistor stack need to 

be modeled appropriately. The average propagation delay, tp, 

is defined as the average of tPHL and tPLH. Thus, 

 

 
2

PLHPHL
p

tt
t


 .       (5) 

One estimation for these time delays uses the RC-tree 

computation as the primary operation in which a given 

network is partitioned into a spanning tree and links. Then, 

the signal delay is calculated and operated as the links are 

inadvertently added to reconstruct the original network [19]. 

A short-channel MOSFET model has been used in delay 

estimation by Sakurai et al. [20]. In [21], the time delay was 

estimated using empirical observations of time constants. 

 

In the NMOS stack, the uppermost transistor, M1, 

operates in the saturation region at the onset of discharging 

the output capacitance before entering the triode region. 

However, the remaining transistors operate in the triode 

region for the whole discharging time interval. So, for the 

first time interval, M1 can be replaced by a current source and 

the remaining transistors can be represented by resistors 

[22]. To further simplify the analysis, we will represent all 

the NMOS transistors in the stack by their equivalent 

resistances. Upon representing each transistor by an 

equivalent resistance, the transistor stack can be represented 

by a simple RC first-order low-pass model as shown in Fig. 

5, thus allowing us to easily derive compact forms for the 

delay. 

 

Elmore’s formula [23] of signal delay has been widely 

used to approximate the time taken for a signal to start from 

an initial value and reach half of its final value through an RC 

tree. Based on this approach, the low-to-high (or the 

high-to-low) propagation delay from the power supply (or 

ground) to the ith node is approximately given by [23] and 

[24] 

 

  



N

k

ikkp RCt
1

2ln ,  (6) 

TABLE I 

THE PARAMETERS ADOPTED IN THE ANALYSIS [17] AND [18]. 
Parameter Indication Adopted 

Value 

n The number of the inputs in the stack 8 

W The transistor channel width 45 nm 

L The transistor channel length 45 nm 

(W/L)n The aspect ratio of NMOS devices 1 

(W/L)p The aspect ratio of PMOS devices 1 

kn’ Process-transconductance parameter of the 

NMOS device 

638 

µA/V2 

kp’ 

 

Process-transconductance parameter of the 

PMOS device 

249 

µA/V2 

VDD Power-supply voltage 1 V 

Vthn0 NMOS threshold voltage with zero body 

effect 

0.25 V 

Vthni NMOS threshold voltage of the ith transistor 

with body effect 

0.25 V 

Vthp PMOS threshold voltage of any PMOS 

device with no body effect 

-0.32 V 

VGSi The gate-to-source voltage of the ith NMOS 
transistor 

 

VGSavg The average gate-to-source voltage of the n 

transistors in the stack 

 

VDSi The drain-to-source voltage of the ith NMOS 
transistor 

 

VSBi The source-to-body voltage of the ith NMOS 

transistor 

 

λn Channel-length modulation effect parameter 
of the NMOS device 

0.1 V-1 

λp Channel-length modulation effect parameter 

of the PMOS devices 

0.1 V-1 

C The parasitic capacitance associated with 
each terminal of a minimum-sized NMOS 

device 

1 fF 

Ci The internal capacitance associated with the 
drain terminal of the ith NMOS transistor in 

the stack with i = 1 and n for the uppermost 

and the lowermost transistors, respectively. 

1 fF 

CL The load capacitance due to the fan out of the 
stage 

10 fF 

Ri The equivalent resistance of the ith NMOS 

transistor 

 

RP The equivalent resistance of any PMOS 
device 

 

αsw The switching activity 1 

α The parameter representing the scaling factor 

in the exponential-sizing strategy 

1.2 

β The ratio by which the PMOS devices are 

sized relative to NMOS devices 

2 

f Frequency of switching 1 GHz 

tPHL The high-to-low propagation delay  

tPLH The low-to-high propagation delay  

tp The average propagation delay  

tf The fall time of the output waveform  

γ The body-effect parameter 0.16 V1/2 

k The linearized body-effect coefficient 0.08 

Psw The dynamic-switching power consumption  

Psc The short-circuit power consumption  

P The total estimated power consumption  

A The total estimated area  

FOM The figure of merit  

a1 The factor to which the area is raised in the 
figure of merit 

1 

a2 The factor to which the power consumption is 

raised in the figure of merit 

1 

a3 The factor to which the average propagation 
delay is raised in the figure of merit 

1 
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where Rik is the resistance common to the path from the 

driving gate to node i and the path from the driving gate to 

node k. The factor (ln2) was used due to estimating the delay 

at the 50% point. tPHL can be found using the Elmore-delay 

formula as follows: 

 

      

 

1 2 1 2 2

1 1

ln 2 [ .... ....

..... ]

PHL n n

n n n n n

t R R R C R R C

R R C R C 

      

  

 (7) 

Now, the evaluation of tPLH follows. The worst-case 

low-to-high propagation delay occurs when all the NMOS 

transistors in the PDN are activated except the lowermost 

one, Mn, and correspondingly only one PMOS transistor is 

activated. In this case, all the internal capacitances are 

required to be charged and their charging will be relatively 

slow. Adopting the Elmore-delay formula, we obtain 

 

 
   

 
1 1 2

1 2 1

ln 2 [ .....

..... ]

PLH P P

P n n

t R C R R C

R R R R C

   

    
   (8) 

where RP is the equivalent resistance of the PMOS device. 

Before completing the estimation of the time delays, the 

models adopted for the resistances and capacitances 

associated with the transistors in the stack will be described. 

In Section VI, these models will be verified by comparison 

with simulation results. 

 

i. Resistance Model 

There are various approaches to modeling the transistor 

by an equivalent resistance [25] and [26]. Shoji proposed 

using a factor that takes into account the discrepancies 

between a linear resistor and a practical four-terminal 

MOSFET transistor [27]. To simplify the analysis in this 

paper, we will represent each NMOS transistor by an 

equivalent resistance that is given by 

 

 

avg

DSavg

I

V
R  ,       (9) 

where VDsavg and Iavg are the average drain-to-source voltage 

and the average drain current of the corresponding NMOS 

transistor, respectively. The Shichman-Hodges square-law 

MOSFET model will be adopted [28]. Assuming that all the 

transistors in the stack operate in the deep-triode region, that 

is with VDS << 2(VGS – Vthn), then the term 1/2VDS
2 can be 

safely neglected with respect to (VGS – Vthn)VDS. So,  
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If the initial voltage across C1, VDD, is assumed to be 

equally divided across the n-NMOS transistors in the stack 

as indicated in Fig. 5 [2], then 
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The average gate-to-source voltage is thus 
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For large values of n, VGSavg approaches VDD/2 as 

expected. This is because the source voltage of the 

uppermost transistor approaches VDD with the result that VGS 

of lowermost and uppermost transistors will be at 0 V and 

VDD, respectively. Now, the threshold voltage of the ith 

transistor in the stack can be written as [3] 

 

 SBithnthni kVVV  0 ,     (13) 

where k is the linearized body-effect coefficient. So, 
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The threshold voltage certainly increases with moving 

upward due to the body effect. The gate-overdrive voltages 

of the NMOS transistors in the stack are thus 
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Physically stated, the effective-gate voltage of the 

uppermost NMOS transistor in the stack, M1, decreases due 

to the body effect of the lower n – 1 transistors and that of M2 

is degraded due to the lower n – 2 transistors and so on. The 

average gate-overdrive voltage is thus 
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Eq. (16) makes a physical sense as increasing the 

body-effect coefficient of the transistors in the stack causes 

the effective-gate voltage to degrade. The values of the 

equivalent resistances are thus 
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So, according to the resistance model adopted in this 

estimation, the difference between the values of the 

equivalent resistances of the transistors in the stack is 

assumed to be solely due to the difference of their aspect 

ratios not their effective-gate voltages. This is suitable for 

our estimation since the target is to investigate the effect of 

the transistor sizing. The underestimated effective-gate 

voltages of the lower transistors will be compensated by the 

overestimated effective-gate voltages of the upper 

transistors. So, the net total resistance of the stack will be 

close to the real value. 

 

ii. Capacitance Model 

Some of the transistor internal capacitances are 

voltage-dependent and thus performing an exact analysis is a 

formidable task. So, we will in this analysis adopt the 

simplification that each terminal of the transistor has an 

associated capacitance and that all the associated 

capacitances of a transistor are equal and directly 

proportional to the aspect ratio of that transistor [3]. Taking 

into account that the wiring as well as the load capacitance 

due to the fan out, CL, appears in parallel with the parasitic 

capacitance associated with the drain terminal of M1, then 
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Substituting by the values of the equivalent resistances 

and the internal capacitances in Elmore-delay formula 

results in 
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After simple mathematical manipulations, we can state that 
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The series in the second term can be manipulated by a 

change of variables to obtain [29] 
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The summation can be substituted from Eq. (21) into 

Eq. (20) to obtain 
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  (22) 

To find the equivalent resistance of the PMOS device, 

RP, the regions of operation of this device need to be 

determined. During the charging process of the internal and 

load capacitances, any PMOS device operates in the 

saturation region for a certain time interval then in the triode 

region. So, the equivalent resistance of any PMOS device, 

RP, will be estimated as the average between the equivalent 
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resistances in the saturation and triode regions, RPsat and 

RPtriode. RPsat and RPtriode are given by 
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VSDavgsat and VSDavgtriode are the averages of the VSD 

voltages across the PMOS device in the saturation and the 

triode regions, respectively, and are given by 0.5(VDD + VDD - 

|Vthp|) and 0.5(VDD -|Vthp|). Iavgsat and Iavgtriode are the 

corresponding average currents. After substituting for the 

equivalent resistances and internal capacitances, performing 

simple mathematical manipulations, and using these two 

identities [29] 
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and 
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we can write 
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On the other hand, the best-case low-to-high 

propagation delay occurs when the n PMOS devices are 

activated and consequently, all the NMOS devices are 

deactivated with the result that C1 only will be charged. So, 
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C. The Power Consumption 

The power consumption of an integrated circuit includes 

the leakage, the contention, the switching, and the 

short-circuit components. The first two can be safely 

neglected compared with the third and fourth components in 

static CMOS. The switching-power consumption includes 

the power required to charge the parasitic capacitances 

associated with the gate terminals of the NMOS and PMOS 

transistors, Psw1, added to that required to charge the internal 

capacitances, Psw2. Psw1 and Psw2 are given by 
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The short-circuit power consumption in the driven stage 

can be computed as follows: Assuming that the output 

waveform of the NAND gate under investigation is as shown 

in Fig. 6 in which it is approximated by a linear straight line. 

tf is the fall time between the two instants of time at which 

Vout is at VDD - |Vthp| and at Vthn, respectively. 
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Fig. 6: The approximation of the output waveform of the 

NAND gate under study by a linear straight line. 
 

The fall time, tf, can be estimated from the amount of 

charge drained from C1 during this time interval in two ways. 

The first one is through 
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where ΔVout is the change of the output voltage during this 

time interval which is equal to VDD - |Vthp| - Vthn and Iavg is the 

average discharging current of C1. The second way is to 

approximate all the transistors in the PDN by the same 

resistance value as follows: During this time interval and for 

typical values of Vthn and Vthp, all the transistors in the NMOS 

stack including the uppermost one operate in the deep-triode 

region in which VDS is much smaller than (VGS - Vthn). So, 

each transistor can be replaced by an equivalent resistance 

which is equal to 
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where VDS was neglected compared to 2(VGS - Vthn) in Eq. 

(32). Substituting by the average gate-overdrive voltage into 

Eq. (32) and combining these resistances into a single one 

lead to 
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Assume that the total capacitance at the output node, C1, 

is much larger than the parasitic capacitances at the internal 

nodes. The last assumption makes sense due to two reasons. 

The first one is that the output node is connected to all the 

parallel PMOS devices of the PUN, thus each PMOS device 

adds its own parasitic capacitance to the output node. The 

second reason is that the short-circuit power consumption is 

significant only when the rise or fall times of the output 

waveform are relatively large which is the case with large 

fan out. 

 

Now, neglecting the parasitic capacitances at the 

internal nodes leads to the equivalent circuit shown in Fig. 7 

where the serially connected resistances are combined into a 

single resistance, Rtotal. 
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Fig. 7: The approximate equivalent circuit to the NMOS 

stack where the internal capacitances are neglected and the 

NMOS stack is replaced by a single resistance, Rtotal. 
 

The current discharging C1 can be written as 
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Integrating both sides of Eq. (34) with the integration 

limits of 0 and t with respect to time and VDD - |Vthp| and 

Vout(t) with respect to Vout results in 
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Vout equals Vthn when t is equal to tf. So, 
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Assuming that the output of the stack circuit is 

connected to a symmetric CMOS inverter, then the 

short-circuit power consumption in this inverter is given by 

[24] 
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where tf is given by Eq. (36). 

 

D. The Area 

In estimating the total area of the stack, we will adopt 

the approximation that the area of a certain transistor is equal 

to its channel area [30]. The area is thus 
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1 n
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V. RESULTS AND DISCUSSION 

In this section, the various performance metrics and the 

proposed figure of merit, FOM, will be plotted versus the 

scaling factor, α, with the results discussed. Also, the impact 

of technology scaling will be discussed. 

 

A. The Three Performance Metrics 

Refer to Figs. 8, 9, 10, and 11 for the plots of the 

dynamic-switching power, the short-circuit power, the total 

power, and the plots of the average worst- and best-case 

propagation delays versus α. Increasing α causes the 

dynamic-switching power consumption, Psw, to increase due 

to the associated increase in the internal capacitances. On the 

other hand, increasing α causes the discharging process of C1 

to speed-up, thus reducing the fall time, tf. The reduction of 

Psc with increasing α is thus expected. However, the decrease 

of Psc is more than compensated by the increase of Psw with 

the net result that the total power increases with α. The 

monotonic decrease of the average best-case propagation 

delay with α is obvious in Fig. 11. This is expected as 

increasing α decreases the high-to-low propagation delay 

and does not affect the best-case low-to-high propagation 

delay. On the other hand, increasing α causes the internal 

capacitances to increase which in turn increases the 

worst-case low-to high propagation delay due to the need to 

charge the internal capacitances of the PDN. An optimum 

behavior for the worst-case average propagation delay is 

thus expected as shown in Fig. 11. 
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Fig. 8 The plot of the dynamic-switching power versus α. 
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Fig. 9: The plot of the short-circuit power versus α. 
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Fig. 10: The plot of the total power versus α. 
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Fig. 11: The plots of the average worst- and best-case 

propagation delays versus α. 

 

B. The Figure of Merit 

Refer to Fig. 12 for the plot of the FOM (adopting the 

best-case low-to-high propagation delay) versus α. As 

expected, this curve displays an optimum behavior. Its 

optimum value occurs at α = 1.001. Had we adopted the 

worst-case low-to-high propagation delay, the optimum 

value of the FOM would have occurred at 0.9009 which is 

less than 1. This is not unexpected as there will be a need to 

charge the parasitic capacitances associated with the PDN as 

stated before. Increasing α leads to several contradicting 

effects. The first one is increasing the current-driving 

capability of the discharging transistors, thus speeding-up 

the discharging process. However, the increase in α increases 

the internal capacitances, thus hindering the rapid discharge 

along with the associated increase in the power 

consumption. Also, the area certainly increases with α. 
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Fig. 12: The plot of the proposed FOM versus α. 

 

In all the discussions that follow, the worst-case 

propagation delay will be adopted. When increasing the 

weight of the area in the FOM, a1, it is expected that the 

optimum value of α, αopt, will decrease monotonically 

because increasing the area of the PDN will be considered an 

area wasting. To confirm this, refer to the plot of αopt versus 

a1 in Fig. 13. The plots of αopt versus a2 and a3 are shown also 

in this figure. As obvious, the decrease of αopt with a2 is 

larger than that with a1. However, αopt increases with 

increasing a3 due to the emphasis of the delay importance 

with increasing a3 compared with that of the area, thus the 

need arises to increase the size of the PDN in order to 

speed-up the operation. 
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Fig. 13: The plots of αopt versus a1, a2, and a3. 

 

The effects of f, n, and CL on the FOM are shown in 

Figs. 14, 15, and 16. As expected, the three curves show a 

monotonic decrease. Increasing the frequency of operation 

causes the power consumption to increase; however, it has 

no effect on the area or the time delay. Increasing n causes 

the three performance metrics to degrade and thus a rapid 

decrease in the FOM compared with that due to increasing f 

or CL. Finally, increasing CL causes both the time delay and 

the power consumption to increase. 
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Fig. 14: The relationship between the frequency of operation 

and the defined FOM. 
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Fig. 15: The relationship between the number of the inputs in 

the stack and the defined FOM. 
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Fig. 16: The relationship between the load capacitance due to 

the fan-out and the defined FOM. 

 

C. Effect of the Power-Supply Voltage 

Fig. 17 shows the variation of the figure of merit with 

the power-supply voltage. The FOM exhibits a local 

maximum versus VDD. This is certainly due to the historical 

well known tradeoff between the increase in the power 

consumption and the decrease in the time delay with the 

increase in the power-supply voltage. 
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Fig. 17: The plot of the FOM versus the power-supply 

voltage. 

 

D. Effect of the Load Capacitance 

Refer to Fig. 18 for the plot of the optimum value of α, 

αopt, versus the load capacitance, CL. It is obvious that the 

optimum value of the scaling factor increases with 

increasing CL. This is due to the fact that the increase of CL is 

associated with an increase in both the time delay and the 

power consumption but not in the area as this capacitance is 

elated to the next stage and the wiring and interconnect 

capacitance. Thus, in order to obtain the best performance, it 

is required to increase the size of the PDN in order to 

speed-up the discharging process. At CL = 87.50 fF, αopt is 

equal to 1. For CL larger than this value, αopt will be larger 

than 1. When CL is much larger than the parasitic capacitance 

at the output node, (α + nβ)C, it is preferred to use a value of 

α that is larger than 1 (that is, use tapering) in order to 

speed-up the discharging of CL. 
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Fig. 18: The plot of αopt versus CL. 

 

E. Effect of Technology Scaling 

In this subsection, the effect of technology scaling on 

the performance of circuits containing NMOS and PMOS 

stacks will be discussed in light of the optimization process. 

Specifically, there are two important effects associated with 

short-channel MOSFET transistors that can affect the stack 

performance. The first one is the velocity saturation. The 

second one is the reduction of the body effect on the 

threshold voltage. 

 

First, due to the velocity saturation, the dependence of ID 

on VGS will be weaker. So, the degradation in the discharging 

current due to stacking is thus expected to be less than that in 

the case of long-channel devices [31]. If the discussion is to 

be extended to PMOS stacks, then we must take into account 

the fact that the drift velocity of the free electrons saturates at 

an electric field of typically 3 V/µm compared to 10 V/µm 

for holes [32]. This implies that the effect of the velocity 

saturation is more perceptible in NMOS devices compared to 

that in PMOS devices. So, it can be expected that the 

degradation in the charging speed associated with PMOS 

stacks will be less than that in the discharging speed 

associated with NMOS stacks. Also, it is expected that the 

sizing constraint imposed on the PMOS transistors will be 

mitigated [32]. Thus, β is expected to decrease with 

technology scaling with the result that its loading on the 

output node is alleviated. The performance enhancement 

with the reduction of β is confirmed by the increase in the 

FOM as shown in Fig. 19. 

Second, the body-effect changes the threshold voltage 

of the MOSFET transistor, thus affecting its current-driving 

capability. The threshold voltage will change with the 

source-to-substrate voltage, VSB, according to the following 

familiar relationship [30]: 
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 fSBfthnthn VVV  220 
             (39)  

where Vthn0 is the threshold voltage at VSB = 0, 2ϕf is a 

physical parameter related to the energy-band diagram, and γ 

is a fabrication-process parameter given by 
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Fig. 19: The relationship between the sizing factor of the 

PMOS devices, β, and the defined FOM. 
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Fig. 20: The relationship between the linearized body-effect 

coefficient, k, and the defined FOM. 

ox
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qN 


2


                       (40) 

where q is the electronic charge, NA is the doping 

concentration of the p-type substrate, εs is the electric 

permittivity of silicon (1.04*10-12 F/cm), and Cox is the 

gate-oxide capacitance per unit area. If the voltage, VSB, is 

relatively small with respect to 4ϕf, then the following 

approximation can be used: 

SBthnthn kVVV  0 , 

where k = γ/2
f2 . In order for the MOSFET transistor to 

operate properly in spite of CMOS technology scaling, the 

doping of the substrate, NA, must be increased in order to 

reduce the thickness of the depletion regions associated with 

the source/drain and substrate junctions. However, the 

gate-oxide thickness, tox, must be decreased in order to 

increase Cox and reduce the short-channel effects. The 

increase in Cox is larger than that of NA with the net result that 

the body-effect parameters, γ and k, decrease with 

technology scaling. So, it can be concluded that the 

degradation in speed due to stacking will be less with CMOS 

technology scaling. This is confirmed by the increase of the 

FOM with the decrease of k as shown in Fig. 20. 

VI. SIMULATION RESULTS 

In this section, the resistance and capacitance models 

adopted in representing the PDN will be confirmed by 

comparison with the simulation results adopting the 45 nm 

CMOS technology. Refer to Figs. 21 and 22 for the plots of 

the low-to-high propagation delay of a single PMOS device 

and the high-to-low propagation delay, both versus CL, 

according to the adopted models and to the simulation results 

using α = 1. 

The simulation results showing the average propagation 

delay according to the best-case and the worst-case are 

presented in Fig. 23. As indicated, there is a minimum value 

for the worst-case average propagation delay while that 

according to the best case decreases monotonically with 

increasing the scaling factor; the same conclusion drawn in 

the previous section. 
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Fig. 21: The low-to-high propagation delay of a single 

PMOS device versus CL according to the adopted model and 

the simulation. 
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Fig. 22: The high-to-low propagation delay of an NMOS 

stack versus CL according to the adopted model and the 

simulation. 
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Fig. 23: The plots of the average worst- and best-case 

propagation delays versus α according to the simulation 

results. 
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VII. CONCLUSIONS 

In this paper, the problem of the slow response and high 

power consumption of long stacks of MOS devices along 

with the optimization of these circuits were discussed. A 

proposed figure of merit that includes the average 

propagation delay, power consumption, and area was 

utilized to assess the performance of such circuits. The main 

point is that under the worst-case low-to-high transition at 

the output, the preferred sizing strategy is to decrease the 

sizing downward for the NMOS stacks. This is due to the 

reduction of the internal capacitances with the scaling factor. 

This is in contrast to the best-case scenario at which the 

sizing is preferred to be increased. This is due to that, in the 

best-case charging, all the NMOS devices are deactivated 

and thus their sizes do not affect the charging process. On the 

other hand, increasing their sizes speeds-up the discharging 

process, thus reducing the average propagation delay. Also, 

it was found that the performance degrades with the increase 

in the frequency of switching, the number of the inputs, and 

the load capacitance. The larger rate of degradation of the 

performance was found to be due to increasing the number of 

the inputs. The performance was evaluated for different 

weights of the time delay, the power consumption, and the 

area. Finally, the performance enhancement with CMOS 

technology scaling was confirmed. 

VIII. FUTURE WORK 

The analysis in this paper was performed adopting the 

exponential sizing strategy. Therefore, the scaling factor was 

only the adjustable variable and thus allowing the search for 

the optimal solution in only one-dimensional subspace of the 

whole variable space. However, this analysis can be repeated 

adopting the other sizing strategies or a combination of them 

with the results compared with those of this paper. By this 

way, more than one factor will be allowed to vary, thus 

allowing for more flexibility in searching for the optimal 

solution. 
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