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Abstract In this paper, a new algorithm called table-based matching for multi-robot (node) that used for localization
and orientation are suggested. The environment is provided with two distance sensors fixed on two beacons at the
bottom corners of the frame. These beacons have the ability to scan the environment and estimate the location and
orientation of the visible nodes and save the result in matrices which are used later to construct a visible node table.
This table is used for matching with visible-robot table which is constructed from the result of each robot scanning to
its neighbors with a distance sensor that rotates at 360°; at this point, the location and identity of all visible nodes
are known. The localization and orientation of invisible robots rely on the matching of other tables obtained from the
information of visible robots. Several simulations implementation are experienced on a different number of nodes to

submit the performance of this introduced algorithm.

Index Terms— Localization, Beacons, multi-robot.

I. INTRODUCTION

Due to a high interest to the multi-robot
system, the lack of localization and path planning
have increased, especially in indoor systems, such
as libraries, supermarkets, underground parking,
etc [1-3]. The position determination
(Localization) is a vital issue in multi-node or
multi-robot systems. The gathered information
from sensor nodes should include the locations of
them to provide a more accurate view of the
observed sensor environment. Also, in the
applications that are used for objects tracking, the
location determination has a vital role [4].

By location information, the nodes in the multi-
node system can be classified to beacons
(anchors), unknown location nodes and localized
nodes [5]. The locations of anchors can be
obtained by using GPS or by placing them at
known coordinates points; the other nodes can be
localized using localization protocols [6, 7].

Localization protocols are divided into two main
categories: range-based and range-free [8]. With
the range-based localization protocols, the exact
location information of nodes is required and by
using the ranging techniques, the remaining nodes
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can compute their distance or angle to the known
location beacons. Depending on this information
and by using the localization techniques, the
unknown location nodes can estimate their
locations [9]. The range-free localization
protocols depend on the way that the anchors are
distributed, and they also depend on the
connectivity information between nodes. The
range-free localization protocols have lower
accuracy as compared with the range-based
localization protocols, and they have no need for
any additional hardware techniques because they
do not use the ranging techniques [11].

The ranging techniques classified according to
the way they are calculating distance or angle into
four main classes: Received Signal Strength
(RSS), Time Of Arrival (TOA), Time Of
Difference Arrival (TDOA) and Angle Of Arrival
(AOCA) [12]. In RSS ranging technique, the
distance estimation is based on the strength of
received signal and received power [13]. In TOA,
the distance is estimated by measuring the time to
transmit and receive the signal between the two
nodes. So, these measurements are based on the
speed of the signal and the propagation delay
[14]. In TDOA, the distance can be estimated by
using the difference in the receiving time between
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two separate signals [15]. Finally, AOA uses the
direction of the received signal (the angle) instead
of distance [16]. The RSS technique has accepted
as the most practical and the TOA as the most
accurate.

After the measurement of distance or angle, the
range-based  protocols apply localization
techniques to estimate the location for a node.
The localization techniques include trilateration,
triangulation, and multilateration [17].
Trilateration uses, at least, three neighbors. Each
of them has a known location and uses the
measured distance from each of them to the
unknown location node to be the radius of the
circle that has to draw around each of the three
known location nodes. The intersection of these
circles is the location of the unknown location
node [18]. On the other hand, triangulation uses
AOA ranging technique, and it needs the location
information of two nodes to draw a triangle, and
it uses the trigonometric relations to localize the
unknown node [19]. Multilateration is just like
trilateration, the only difference is that it uses the
distance measurements of multiple neighbors, and
it is used in the case of noisy distance
measurements to provide accurate position
estimation [20].

According to the computation model, the multi-
node systems can be categorized to distributed
and centralized architectures. In distributed
architecture, each node can calculate its own
position by communicating with its neighbors, the
drawback of this architecture it needs additional
hardware at each node for position computation
[21]. The centralized architecture has a base
station (BS) which are collected all the received
data, and it does most of the computations. This
method has the main drawback that is any BS
failure causes the system breaking down [22].
This paper aims to deal with the localization and
orientation problems of the multi-node system.
The system will consist of two beacons placed at
the two bottom corners of a fixed frame. Each
beacon has a distance sensor that scans the
environment and returns the result in its dedicated
matrix. Based on this information a table called
the visible -node table is constructed which
contains the angles between each successive
neighbors for all the seen robots in the
environment, until this moment the locations of
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the seen robots are known but the identities of
them are not. The identities will be known by
matching the angles in the first table with the
angles of another table called the visible -robot
table; this table is constructed with the help of
reading obtained from a distance sensor placed on
each robot. The details of this algorithm are
discussed in section 2. Section 3 describes the
results of this algorithm, and finally section 4
describes the conclusions.

Il. THE TABLE-BASED MATCHING ALGORITHM

This algorithm is used to determine the location
and orientation of robots in some environment by
the matching of two tables: the first table contains
the angles between two next neighbors for all
visible robots. This is achieved by using the
information  obtained from scanning the
environment using two beacons. In this part of the
algorithm, we will refer to each visible robot by
the node, this is because the beacons are capable
of estimating the coordinates of the visible robots,
but they cannot recognize the identity of them.
The second table contains the angles between two
next neighbors for all robots depending on the
reading provided by a distance sensor installed on
each robot. So, by matching these two tables, the
location, and identity of each robot are known.
Fig.1 shows the block diagram for this algorithm.

A. Visible nodes localization using two beacons
This section includes two steps to determine the
location of nodes on two beacons which are
located in the bottom corners of the environment.
Each beacon equipped with a distance sensor to
scans the environment and for computing the
positions of all visible nodes.
Step 1: the first beacon (beacon 1) examines the
environment. In fact, some nodes are visible to
beacon 1 and others are not, as shown in Fig.2.
The red nodes are visible to beacon 1 and the
gray ones are not. The nodes which are
represented by the visible nodes can be
manipulated according to the sub-steps mentioned
below:

1. The angle ani' and distance dp;' of each

visible node i to beaconl are estimated by
the scanning.
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Visible node

Invisible node

Beacon node 1

Fig.2. Scanning the environment with beacon 1.

2. The position of visible node i to beaconl
(Xb1', Y1) is computed according to the
following equations:

x'é:u. = gy n’é.]_ '5'5'5”{;1.
_ _ 1)

Yoo = Yepy + dpy Sinap,
Where (x,,. v.5, ) 1S the position of beacon 1.

3. All the gained information from beacon 1
are stored in the matrix Az

“%L I5"ij:-1 xél _‘J‘::-LL
A= | @h ¥ vR @)
diy ab  Xh Y;

Where r is the number of visible nodes to
beacon 1.

Step 2: beacon 2 scans the environment to
estimate the positions of nodes that are found
within its visibility field. As shown in Fig.3, some
nodes are visible to beacon 2 (blue nodes), and
others are not (gray nodes). The nodes are
manipulated basis on some sub-steps that are
similar to the sub-step mentioned in step 1 as
follow:

1. Scan the environment with beacon 2 to

estimate the angle an2' and distance dp.'
of each visible node.
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2. Compute the position of each visible
node i to beacon 2 (xp2', yb2') according
to the following equations:

Xy = Xgpp + dp €05 Gy

©)

Yoz = Yz + dfs sina

Where (sg..vs-.) 1S the position of

beacon 2.

Invisible node

Visible node

Node 1

Beacon node 2

Fig.3. Scanning the environment with beacon 2.
1. Store all the information obtained from

beacon 2 in the matrix A

L 1
dpr @pz Xz )

i 7
o ERS EL

n1i:'Tj: ”5: X ¥

A = 4)

d[:-I;I: ”'IE-I: -rg: .‘J‘i-:-;I:
Where v is the number of visible nodes to
beacon 2.

B. Combining the visibility of the two beacons
This section describes the matching
between the scanning of beacon 1 and the
scanning of beacon 2 to construct the complete
visibility of both beacons. The coordinates of
nodes that are visible by both beacons or by one
of them are stored in a new matrix called As and
give them new names such that the pair (xi, y1)
which represents the node that is stored in the
first row of matrix As. As shown in Fig. 4, the
node that is seen by both beacons will be colored
in purple, on the other hand, the node that is only
seen by beacon 1 will be red, and the node that is
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only seen by beacon 2 will be blue. The matching
is done according to the following steps:

Step 1: starting from the first row in
matrix A1, we take the coordinates (Xb1%, yo1%) and
scan matrix A, for coordinates that matching or
close to them.

Beacon node 2

Fig.4. Combining the scanning of the two
beacons.

Step 2: If matching occurs, the node will
be colored in purple; this means that both beacons
see the node and its coordinates will be stored in
the first row of matrix As. Else if the coordinates
are close to each other, we choose the nearer one
(less distance) to the beacons. As an example,
from Fig. 5 we find that the coordinates (Xpil,
ybi) and (xo2®, Yn2®) represent the coordinates of
the same node but on beacon 1 and beacon 2. We
choose the coordinates (x»2%, yn2®) because the
distance to beacon 2 (dn2®) is nearer than the
distance to beacon 1 ( do1).

It is worth to mention here, that less
distance to the beacon means less error in
location estimation where the error is represented
by the distance between the node center and the
closest one of the beacon’s visibility paths. In Fig.
6, we notice that error e; for the measured
distance 1 is less than error e, for the measured
distance 2. Where ey is the distance between the
node's position at distance 1 and the closest
visibility path of the beacon and e is the distance
between the node's position at distance 2 and the
nearest beacon's visibility path.

Step 3: Replace the coordinates, distance
and angle of the matched node in matrices A1, A2
with zero to be excluded later during the rest of
matching.

Beacon node 1
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Beaconl: (xs:%, ys:%)
Beacon2: (x»2°, y52°)

dpi? 2’

Beacon node 2

Fig. 5. The distances from both beacons to the
same node.

Beacon node 1

Beacon node 1

Fig. 6. Illustration of location estimation error

Step 4: Repeat steps 2 and 3 until
finishing all the purple nodes.

Step 5: If the coordinates in matrix A; are
not matched or even close to any coordinates in
matrix A (the raw which has an angle of non-
zero value), the node which belongs to those
coordinates will be colored in red to indicate that
this node is being seen by beacon 1 only. The
same coordinates will be used in matrix As after
changing their names to be suitable with the
names used by matrix As.

Step 6: After finishing all the rows in
matrix Ai, we check the angles in matrix Ax. If
any angle has a value instead of being zero, the
node will be colored with blue which means that
the node is being seen by beacon 2 only, and we
change the names of coordinates for this node to
be suitable to store in matrix As.
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Xy M
A=Y 5)
Xg ¥g
Where q is the number of visible
nodes to beacon 1 or beacon 2.

C. Construction of the visible node table

At the finishing of section B, all the
visible nodes are included in matrix As. But we
do not know which robot belongs to which node
because the beacons locate the robots, but they
did not recognize them. Depending on the
information in matrix As, we construct the visible
node table according to the following steps:

Step 1: Each row of the visible node table
must have information about one visible node and
its visible neighbors. The principle that is used to
check the visibility of any neighbor is achieved
by drawing a straight line between each visible
node i and all other nodes in the environment and
then, for each line check if any other node
intersects it. The intersection means that the
furthest node on this line is not visible by the
visible node i and this case occurs when the
distance h between the center of the other node
and the straight line from node i to node j is less
than the radius of the other node k. Fig. 7
schematically depicts the approach used in
computing distance h as shown in following
equations.

a=(yi—yj)/ (xi—x) (6)

where (xi, yi) and (xj, y;) are the coordinates of the
visible node i and the node j.

b=-1 @)
C=yj—a*x 8)
h=Abs(@a*xc+b*yk+c)/Sqrt(@a?+b?2) (9)

where (x«, Yk) is the coordinates of the other node
k.

Visible node i Otliernodedk

Fig. 7. The distance between node k and the path
from the visible node i to the node j.

58

Step 2: Form a one-row matrix of angles
for each visible node. These angles represent the
edge between each node and its visible neighbors
as shown in Fig.8. Store the number of visible
nodes for each node i in the variable nb(i). If the
node is recognized as invisible in step 1, the angle
will be infinity. Otherwise, the angle a;’ between
the node i and each of its neighbor j is calculated
according to the following equation:

oid =tant (yj — vi) / (X — Xi) (10)
The matrix A for each visible node i will be as
follow:

(11)

"'-J"L'i"!l = [”l’L I:Tl':

O

Beacon node 1 Beacon node 2

Fig.8. The angles of paths from node i to all its
neighboring nodes.

Step 3: For each node i, calculate the
angle g/ between each of its successive neighbors
(j and j-1), as shown in Fig.9. At first, the angles
in matrix Aw' is sorted in ascending order and
then each angle g/ is calculated by subtracting the
corresponding successive angles except the
infinity ones will be excluded from the
computation of g/ as in equation 12.

.'r-?rj =af — al™t (12)
Where the angle oi® = 0"and the last angle "M+
is calculated by using equation 13.
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Beacon node 1 Beacon node 2

Fig.9.The angles between each next neighbors of
node i.

nb(ij+1
.'gf

=360 — ;"0 (13)

The first angle Pi' is adjusted by adding
the value of the last angle to its value as in
equation 14.

Bl= Bi+ BT =l +360 —a™0 (14)

Step 4: Store all the calculated values of
the angles g/ in visible-node table as shown in
table 1. The values of the invisible nodes' angles
are represented by oo value.

Table 1. The visible-node table

Neighbor | Neighbor | Neighbor Neighbor
node 1 node 2 node 3 node q
Visible node 1 Bt pr pr - e Bt
Visible node 2 B! p7 p’ [ = B!
Visible node 3 B’ psl B | o= - pst
Visible node q B B B - - B

D. Construction the visible-robot table

Each robot is provided with a distance
sensor which rotates at 360° and scans the
environment. Depending on the readings of this
sensor, we construct the visible-robot table
according to the following steps:
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Step 1: For each robot i, we form a matrix
which contains the angles of detecting other
neighboring robots. The angles measurement is
started from the motion direction of the robot i, as
shown in Fig.10. Use the value « for the angles
of invisible robots and store the number of visible
robots to each robot i in the variable rb(i).
The matrix for each robot i will be as follow:

Apr '= [}’l'L }’l': """ i r] (15)
Where t is the total number of robots in the
environment.

Fig.10. The illustration of the angle between
robot 1 and its neighbor robots.

Step 2: For each robot i, use equation 16
to calculate the angle & by subtracting the
corresponding successive angles between each of
its successive neighbor robots (j and j-1), as
shown in Fig.11.

EIJ = ]_rl._i. _ },I__i.—l (16)
Where the angle y° = 0"and the last angle 6;"*®*
is calculated by using equation 17.

I5,|_i"ti'|||+]. = 360 — ]_,-I_i"ii'll'l (17)

Where the first angle 6:* is adjusted by adding the
value of the last angle to its value as shown in
equation 18.
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Fig.11.The angles between each next neighbors
of robot i.

E",-L = E,‘L + Efrb”-HL = }'r|"i. + 380 — ¥i rhm (18)

Step 3: Use the visible-robot table to store
all the calculated values of the angles & as shown
in table 2. The values of invisible robots' angles
are represented by oo value.

E. Visible robots localization

As mentioned before, the visible node table
contains angles which are calculated with the help
of information found in matrix As which contains
the absolute locations of robots, but it does not
recognize the identity of each robot.

Table 2. The visible-robot table

Neighbor | Neighbor | Neighbor Neighbor
robot 1 robot 2 robot 3 robot t
Visible robot 1| &1 PE o7 I P
Visible robot 2 74 87 87 @ 2%
Visible robot 3 a;! 2 87 - 24
Visible robot t a4 o7 o7 & u Vi

Also, the visible-robot table provides
similar angles to those found in the visible node
table, but these angles are calculated from the
information gained from the detecting angles of
the distance sensor that is installed on each robot.
Invisible robot table, the identity of each robot is
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known, but the locations of them are not. The
matching operation is used for visible-robot
localization by taking a row in visible-robot table
and scan visible-node table for matched angles.
The identity and the location of this robot will be
known if the matching occurs. The steps for
localization are achieved as follow:

Step 1: Starting from the first row of the
visible-robot table and scan all the rows of the
visible node table for a node that has the same
number of neighbors.

Step 2: When we find a row with a node
that has the same number of neighbors then we
shall check for matching between the angles in
this row and the angles found in the first row of
the visible-robot table. If matching occurs, the
identity and the location of this robot will be
known as shown in Fig.12.

Visible-robot i

Visible-node i

Fig.12.Matching between visible node i and
visible robot i.

Step 3: If we did not find any row in the
visible node table that contains the same number
of neighbors. Then this leads to the fact that some
nodes are not found in the visible node table
because the beacons have not seen them, and
those nodes will be treated as invisible nodes as
shown in Fig. 13. On another hand, the same
nodes appear in the visible-robot table because
they have been detected by the distance sensor
placed on the robot. In this case, we scan the
visible node table for a row that has a close
number of neighbors to that fond in the visible
robot table and then, we check for matching
among the angles in this row with angles in the
row of the visible robot table. The unmatched
angle in the visible node table must be equal to
the sum of the unmatched angles in the visible
robot table. If the matching occurs, then the
identity and the location of the robot in this row
are known as shown in Fig.13.
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Invisible node

Visible-robot i

Visible-node i

Fig.13. The effect of the invisible node in the
matching process.

Step 4: This operation is continued for the
other rows in the visible robot table until the end
of all rows in the visible node table (the identity
and location of robots that matched with the
nodes in the visible node table are known).

F. Orientation estimation of the visible robots

This section describes how to calculate
the direction of each visible robot. As shown in
Figl4, the orientation can be estimated according
to the following steps:

Step 1: The angles api' and on1 | are
estimated by scanning, where ani' represent the
detecting angle of node i and ap1 ! represent the
detecting angle of node | invisible node
environment.

Step 2: The angle between these two
robots is computed as below:

w=ap' —ap! (19)

Step 3: The distance between node i and
node j is computed by using equation 20

L= {{J‘blj - J‘iﬂ.l‘]: f'f':xaj.j. - xaj.l-]:)” (20)

Step 4: The law of sine is used to
determine the value of angle o

S (21)

Eima Einea

Step 5: Compute the value of angle ¢

which is the complementary of the angle o
¢ =180 —¢g (22)

Step 6: Depending on the scanning of the

distance sensor, the angle y;' which represents the

angle between the robot and its first neighbor on
the left is calculated.
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Step 7: The orientation of robot j is

calculated as follow:
¢ =2 +ap! —y' (23)
G. Invisible robot localization

Some of the robots are invisible to the
beacons, the average of these unknown location
robots increases as the robots increase in the
environment. So, in this section, we suggest a
way to estimate the locations and the identities of
these robots based on the previous information
obtained for the visible robots. The following are
the steps used for this purpose:

Step 1: After the matching of table 1 and
table 2 had finished, we found that some rows in
table 2 are not found in table 1. These rows which
represent the invisible robots by the beacons are
transferred to a new table could the invisible

Visible-node environment Visible-robot environment

Beacon node 1
Fig.14.The orientation of visible robot j.
Table 3. The invisible-robot table

Neighbor Neighbor

Neighbor | Neighbor
robot 1 robot 2 robot 3 robot t
Invisible robot 1 a' or ar - - ar
Invisible robot 2 g a7 a7 - - 23
v Invisible robot 3 . 723 a5 2 — 724
| Invisible robot (t-q) Oug' Oua® buo® Ouof

Step 2: Each visible robot i has two
matrices (Av' and Aw'). Matrix Ay contains the
angles between robot i and each of its visible
neighboring robots which are computed by the
distance sensor equipped on every robot and
matrix Aw' contains the angles between robot i
and each of its visible neighboring robots which
are calculated by the sensor found on beacons. So
that, some of the neighboring robots in matrix A’
are invisible to the beacons and to estimate the
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locations and identities of those robots, we shall
match contents of both matrices to detect the
angles of the invisible robots. Fig. 15 shows an
example of an invisible robot. In the visible node
scheme, we found that node 3 is invisible to the
beacons and in the visible robot scheme we found
the same robot that indicates as robot 3 is visible
by robot 1 and has angle y:%. The computation of
the coordinates for this robot is achieved
according to the following sub-steps:
1. Use the orientation ¢ of robot 1 and the
angle 72 of robot 3 with respect to

robot 1 to compute the angle y12.
v =+ (24)

2. By using the visible-robot table, we
can compute the angle p.

p=180 -8, — 6" (25)

3. Compute the distance z1 between robot

1 and robot 2.
Ty = {{_‘j': - J'L:]: + {J.': - -rj_:]::ln = (26)

4. Use the law of sine to compute the
distance 2.

T 27)

sinp  sin E::

5. The coordinates of robot 3 are
computed using equation 28.
Xg =Tn % COS z,ﬂ:L:
(28)

Y =Tz + sin g,

Invisible node

Robot 3

5 Robot 2
Tfr 7“ ¢

Robot 7 ’ ‘

e.

Visible-node scheme Visible-robot scheme

Fig.15. Ilustration of a location estimation of
invisible robots.
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Step 3: The coordinates of each invisible
robot are computed in step 2. To calculate the
identities of these robots, we need to construct a
new table (Table 4) for the invisible nodes as in
section 2.3. Each row in this table has the angles
between each two successive neighboring robots
to one of the invisible node. The identity of each
invisible robot is known in table 3 and the
coordinates of the same robots are known in table
4. By matching both tables, we can assign the
coordinates to the exactly invisible robot. The
procedure used to build table 4 is similar to the
procedure used to create table 1 but the difference
is that table 4 is used for the invisible nodes.
Also, the method used to localize the invisible
robots is the same as the method used for
localizing the visible robots in section 2.5.

Step 4: The orientation estimation for all
the invisible robots are achieved with the same
procedure as in section 2.6 that is used for the
orientation estimation of the visible robots.

Table 4. The invisible-node table

Neighbor | Neighbor | Neighbor Neighbor
node 1 node 2 node 3 node t
Invisible node 1 p’ pr sl - - pi
Invisible node 2 B! /73 B’ s & B
Invisible node 3 B sl ps’ - - B
Invisible node (t-q)| By’ Py’ Peg® Pid

I1l. THE SIMULATION RESULTS

The implementation of the table-based
matching algorithm is done using visual basic
2012. Simulations are repeated 100 times for
different sizes of networks, starting from 5 to 50
robots and for different radiuses (10, 15 and 20
pixels). The robots are placed on an area of
500*500 pixels. The system parameters are:

1. The radius of the robot (R): Changing
the radius of the robot will change the opacity and
visibilities averages.

2. The size of the network (N): It refers to
the number of robots. Increasing or decreasing
the size of the network will increase or decrease
the density of nodes in the environment.

3. The distance between beacons and
nodes (D): This parameter affects the accuracy of
localization estimation i.e. less distance leads to
more accurate estimation.
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4. The rotating angle (RA): This
parameter also affects the localization estimation
accuracy, in other words, less angle degree means
less error.

We start by studying the process of
construction of the visible node table and visible-
robot table through three examples represented in
Fig. 16, Fig.17 and Fig.18. Fig. 16(a) shows the
effects of 20 robots with a 10 pixels radius on the
environment visibility. Fig. 16(b) shows the
effects on the same environment but with 40
robots. Fig 17(a) and (b) study the effects of 15
pixels radius robot on the visibility of
environments with 20 and 40 robots respectively.
Fig. 18 is analogous to Fig. 16 and Fig. 17 with
20 pixels radius of robots.

Further simulation examples as shown in
Fig. 19, Fig.20 and Fig. 21 are proposed to
display the effects of the beacon's rotating angle,
the robots' size and the distance between the
beacon and each of the robots on the accuracy of
localization. For better measurement we choose
an environment with 20 robots on a 500 x 500
pixels area. Fig. 19(a) shows an environment
with 20 robots each has 10 pixels radius and a
beacon equipped with a distance sensor rotates
with 1-degree angle. Fig. 19(b) and (c) represent
the same environment but with a distance sensor
rotates at an angle of 2 and 3 degrees. Fig. 20 and
Fig. 21 represent the analogous of Fig. 19 with
robots of 15 and 20 pixels radius respectively.

a2l MULTI-NODE LOCALIZATION - _— — SIEES
Number of robots. 05 10 15 20 5 30 “0 45 50
The average of isbity for 10 pxels radks of nodes vabit Radus
W T m—— ‘ START ||
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® ~ 2
[ [ ]
L]
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Fig.16. Visible-node table and visible-robot table construction for robots with R=10 pixels: (a) N = 20
robots ;(b) N = 40 robots.
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We will use the following performance
average metrics for a quantitative analysis of the
table-based matching algorithm:

1. The average of visible robots by using
beacon 1: This metric test the average of robots
which are seen by a distance sensor equipped
with the first beacon which is fixed to the bottom
left corner of the environment.

2. The average of visible robots by using
beacon 2: The average of robots which are seen
by the second beacon which has a distance sensor
placed at the bottom right corner is tested by this
metric.

3. The average of visible nodes by using
both beacons: It is metric that tests the average of
visibility by both beacon 1 and beacon 2.

4. The average of visible nodes by using
either beacons or one of them: It is a metric that
tests the average of visible nodes in the
environment. The above four metrics affect the
accuracy of position and orientation estimation
i.e. the accuracy of estimation increases as the
visibility of nodes increases.

5. The average of opacity: This metric
computes the average of robots which have no
available information from beacon nodes. As a
solution for opacity, we can use section 2.7 to
estimate the location of invisible nodes.
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Fig. 17. Visible-nodes table and visible-robot table construction for robots with R=15 pixels: (a) N = 20
robots ;(b) N = 40 robots.
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Fig. 18. Visible-nodes table and visible-robot table construction for robots with R=20 pixels: (a) N = 20
robots ;(b) N = 40 robots.

6. The median error: The effects of
distance, rotation angle and radius of robots on
the accuracy of localization estimation are
computed by this metric.

Fig. 22 is wused to determine the
percentage of node visibility versus the number of
nodes in the environment. This study is
implemented on nodes with 10, 15 and 20
radiuses on beaconl. This figure shows that the
visibility decreases as the number of nodes
increases and also as the radius of nodes
increases. A similar study for the visibility by
beacon 1 is done for beacon 2 as shown in Fig.23.
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The red nodes in Fig. 17 are seen by beacon 1;
the blue nodes in the same figure are seen by
beacon 2 and finally, the purple nodes are seen by
both beacons which their visibility percentage is
indicated in Fig. 24. The visibility of these nodes
is less than the visibility that is shown in Fig. 22
and Fig.23 because this visibility represents the
intersection of the two beacon visibilities. Fig. 25
displays the visibility percentage of nodes that are
seen by any one of the beacons or by both and for
that reason, it is greater than the visibility
percentages shown in the last three figures.
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Fig. 22. The percentage of node visibility with
respect to beacon 1 vs. n for different values of R.
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Fig. 23. The percentage of node visibility with
respect to beacon 2 vs. n for different values of R.
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Fig. 24. The percentage of node visibility with
respect to beacon 1 and beacon 2 vs. n for
different values of R.
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Precentage of nodes visibility for beacon 1 or beacon 2
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Fig. 25. The percentage of node visibility on
beacon 1 or 2 vs. n for different values of R.

In Fig.26, it is clear that the average of
invisible nodes increases when both of R and N
increase or one of them increases.
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Fig. 26. The percentage of node opacity on
beacon 1 and beacon 2 vs. n for different values
of R.

Figures (27, 28 and 29) are used to study
the average of error in location estimation with
respect to D and RA. Increasing the rotation angle
will increase the error and reduce the accuracy.
Also, increasing the distance between beacons
and nodes has the same effect on the error
average. On the other hand, the radius of the node
has no effect on the average of error because the
error represents the perpendicular distance from
the node's center to the detection line.
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The effect of distances and rotating angles of beacons on accuracy
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Fig. 27. Median error estimation of the

robot

position with 10 pixels radius vs. distances, for
several values of the rotating angle of beacons.
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Fig. 28. Median error estimation of the

robot

position with 15 pixels radius vs. distances, for
several values of the rotating angle of beacons.
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Fig. 29. Median error estimate of the robot
position with 20 pixels radius vs. distances, for
several values of the rotating angle of beacons.
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IV. CONCLUSIONS

This paper introduces a new algorithm for
multi-robot (node) localization and orientation
estimation. The idea of this algorithm is based on
matching the information between two tables (the
visible node table and the visible-robot table).
The information in the visible node table has been
collected depending on distance sensors installed
on the beacons at the left and right corners of the
frame. On the other hand, the information found
in the visible-robot table is collected with the help
of a distance sensor fixed on every robot in the
environment.

This algorithm has the property of precise
calculations for robots' locations and orientations
because it uses very accurate distance sensors.
Also, this algorithm as compared with other
algorithms has an increased visibility average
because of the using of two beacons in the
system. Another feature of this algorithm is the
ability to address all the robots in the system with
any parameter such as the number of robots, the
radius of robots, the beacons' rotation angle, etc.

The simulation results for our algorithm
show that the visibility average is good with
respect to the number of robots in the
environment but there is an inverse relation
between them and to improve the visibility
standard in the system we should reduce the
radius of robots. The system has a small error
average and in the worst case, the error
percentage doesn’t exceed 8 pixels. It is worth to
mention that the error average has a
corresponding relation with the beacons' rotation
angle and an inverse relation with the distance
between the robots and the beacons. The robots in
this system are fixed during the calculation of
their locations and orientations. So, we suggest
improving the system to involve even the mobile
robots, and we also recommend using more than
two beacons to increase the visibility average.
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