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Abstract: The advancements in modern day computing and architectures focus on harnessing 

parallelism and achieve high performance computing resulting in generation of massive amounts of 

data. The information produced needs to be represented and analyzed to address various challenges 

in technology and business domains. Radical expansion and integration of digital devices, 

networking, data storage and computation systems are generating more data than ever. Data sets are 

massive and complex, hence traditional learning methods fail to rescue the researchers and have in 

turn resulted in adoption of machine learning techniques to provide possible solutions to mine the 

information hidden in unseen data. Interestingly, deep learning finds its place in big data 

applications. One of major advantages of deep learning is that it is not human engineered. In this 

paper, we look at various machine learning algorithms that have already been applied to big data 

related problems and have shown promising results. We also look at deep learning as a rescue and 

solution to big data issues that are not efficiently addressed using traditional methods. Deep learning 

is finding its place in most applications where we come across critical and dominating 5Vs of big 

data and is expected to perform better. 

 
Index Terms:  Big data, machine learning, deep learning  

 

I. INTRODUCTION 

The advancements in modern day 

computing and architecture focuses on 

harnessing parallelism and achieve high 

performance computing resulting in 

generation of massive amounts of data. 

The interconnected devices have 

practically resulted into data intensive 

computing where data is now essential part 

of human life. Sharing data, professional 

or non-professional due to high 

availability of anywhere-computing and 

usage of internet oriented application like 

social media, internet of things, GPS, 

Cloud computing etc. have resulted in 

generation of massive amounts of data. 

Every minute Facebook records more than 

3.2 million likes, stores more than 3.4 

million posts and generates around 4 GB 

of data. In March 2013, Facebook 

launched a graph search feature that 

enables its users to search the social graph 

for users with similar locations or hobbies. 

Also in 1 min, Google answers about 300K 

searches, 126 h uploaded to YouTube and 

more than 140K video views, about 700 

users created in Twitter and more than 

350K tweets generated, and more than 

11K searches on LinkedIn performed [1]. 

The massive data is being produced, 

consumed and transferred and is expected 

to increase with more people gaining 

access to technology.  

Computing technology alone is not the 
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reason for big data explosion. Inter- 

disciplinary research in areas like 

astronomy, aviation, particle physics, 

genome sequences have also invested in 

projects that result in generation of 

massive amounts of data. Like Moore’s 

Law, where number of transistor double 

roughly every two years we have a similar 

trend in data volumes that are expected to 

double every 2 years over the next decade. 

According to IBM, we are currently 

creating 2.5 quintillion bytes of data every 

day. IDC predicts that the worldwide 

volume of data will reach 40 Zetta-bytes 

by 2020 where 85% of all of this data will 

be of new data types and formats including 

server logs and other machine generated 

data, data from sensors, social media data, 

and many more other data sources [1]. 

There are more and more surveys in 

support of the facts that data generated in 

near future will be concern of every 

research domain.  

The core challenge in research today is to 

harvest this data and seek innovations with 

data analysis and decision-making 

processes. The ability to analyze and 

understand large-scale information is 

current trend for database management 

organizations with desire to make it as 

easy as it is for smaller volumes of 

structured data. The big data term was 

initially coined and described by 3Vs that 

were later changed to 4Vs and then 5Vs. 

These complexities are major attributes 

that need to be addressed while big data 

processing. The Volume describing the 

massive amount of data that can be billions 

of rows and millions of columns, the 

Variety representing the variety on 

formats, data sources, and structures; the 

Velocity referring to the very high speed 

on data generation, ingestion, and near 

real-time analysis; the Veracity refers to 

the trustworthiness of the data and the 

Value refers to conclusions drawn from 

the big data [2, 3, 4]. There is a latency 

trade-off between state of art computers 

and mechanical hard drives that hampers 

the modern day data intensive computing 

[4]. A new trend should instead focus on 

supporting cheaper cluster of computers to 

manage and process all the data instead of 

focusing on having the biggest and fastest 

single computer. A need was felt and 

researchers found it interesting to invest in 

warehouse scale computing and 

commodity off-the-shelf high 

performance computing to support big 

data processing and analysis.  

 

 
 Fig1: Big Data Complexities 

 

Despite of so many confounding factors, 

big data provides a major break- through 

for companies such as Facebook, Yahoo, 

Google who have recently started to 
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There is a latency tradeoff between state of art computers and mechanical hard drives that 

hampers the modern day data intensive computing [5].  A new trend should instead focus on 

supporting cheaper clusters of computers to manage and process all the data instead of focusing 

on having the biggest and fastest single computer. A need was felt and researchers found it 

interesting to invest in warehouse scale computing and commodity of the shelf high performance 

computing to support big data processing and analysis. 

 

Despite of so many confounding factors big data provides a major breakthrough for companies 

such as Facebook, Yahoo, Google have recently started to harness into its benefits [6]. A general 

theme in Big Data systems is that massive volumes of the raw data is increasingly diverse and 

complex, consisting of largely un-categorized/unsupervised data along with perhaps a small 

quantity of categorized/supervised date on top of it Variety among different data representations 

in a given repository poses unique challenges with Big Data, which requires preprocessing of 

unstructured data in order to extract structured/ordered representations of the data for human 

and/or downstream consumption. Real time analyses for data-intensive computations require 

handling the Velocity (the increasing rate at which data is collected and obtained) is just as 

important as the Volume and Variety characteristics of Big Data.  

 

Data loss in time sensitive systems are caused as streaming data is generally not immediately 

processed and analyzed and a separate conversion into useable information adds on to challenges 

of handling real time data. Twitter, Yahoo, and IBM have developed applications that address the 

analysis of streaming data [7]. Veracity brings in challenges in trustworthiness or usefulness of 

results for decision-making in business domain obtained from data analysis. 

 

Besides these major challenges other factors like data quality and validation, data cleansing, 

feature engineering, high-dimensionality and data reduction, data representations and distributed 

data sources, data sampling, scalability of algorithms, data visualization, parallel and distributed 

data processing, real-time analysis and decision making, crowdsourcing developing new models 

for massive data computation have to be addressed. 

 

Data sets are massive and complex hence traditional learning methods fail to rescue the 
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challengesof data-intensivecomputingmuchharder toovercome[4].Hence, thereis
acrucial needforasystematicandgenericapproachtotackletheseproblemswithan
architecturethat canalsoscaleintotheforeseeablefuture. Inresponse, Gray argued
that thenewtrendshouldinsteadfocusonsupportingcheaper clustersof computers
to manageand processall thisdata instead of focusing on having thebiggest and
fastest singlecomputer. Inaddition, the2011McKinseyglobal report describedbig
dataasthenext frontier for innovationandcompetition [5]. Thereport definedbig
dataas“Datawhosescale, distribution, diversity, and/or timelinessrequiretheuse

of newtechnical architecturesandanalytics toenableinsightsthat unlock thenew

sourcesof businessvalue.” Thisdefinitionhighlightedthecrucial needfor newdata
architecturesolutionthatcanmanagetheincreasingchallengesof bigdataproblems.
Inresponse, thenewscaleof bigdatahasbeenattractingalot of interest fromboth
theresearch and industrial worldsaiming to createthebest means to process and
analyzethisdataandmakethebest useof it.
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harness into its benefits. A general theme 

in Big Data systems is that massive 

volumes of the raw data is increasingly 

diverse and complex, consisting of largely 

un-categorized/unsupervised data along 

with, perhaps, a small quantity of 

categorized/supervised data on top of it 

Variety among different data 

representations in a given repository poses 

unique challenges with Big Data, which 

requires preprocessing of unstructured 

data in order to extract structured/ordered 

representations of the data for human 

and/or downstream consumption. Real 

time analyses for data-intensive 

computations require handling the 

Velocity (the increasing rate at which data 

is collected and obtained) which is just as 

important as the Volume and Variety 

characteristics of Big Data.  

Data loss in time sensitive systems are 

caused as streaming data is generally not 

immediately processed and analyzed and a 

separate conversion into usable 

information adds on to challenges of 

handling real time data. Twitter, Yahoo, 

and IBM have developed applications that 

address the analysis of streaming data [5]. 

Veracity brings in challenges in 

trustworthiness or usefulness of results for 

decision-making in business domain 

obtained from data analysis. Besides these 

major challenges, other factors like data 

quality and validation, data cleansing, 

feature engineering, high-dimensionality 

and data reduction, data representations 

and distributed data sources, data 

sampling, scalability of algorithms, data 

visualization, parallel and distributed data 

processing, real- time analysis and 

decision making, crowdsourcing 

developing new models for massive data 

computation have to be addressed.  

Data sets are massive and complex hence 

traditional learning methods fail to rescue 

the researchers, which has resulted in 

adoption of machine learning techniques 

to provide possible solutions in order to 

mine the information hidden in unseen 

data. Though analyzing massive data is 

expected to improve quality of technology 

that will reflect in all domains of human 

life [5], traditional learning models are not 

designed to handle large volumes of data. 

Mostly data would be completely loaded 

into memory [6], which is a challenge in 

big data aspect.  

II. MACHINE LEARNING AS A TOOL 

FOR BIG DATA 

Machine leaning gives computers the 

ability to learn without being explicitly 

programmed. Backed up by ideas from 

many different kinds of fields such as 

artificial intelligence, optimization theory, 

information theory, statistics, many other 

disciplines of science, engineering, and 

mathematics [7, 8, 9, 10] relate its 

implementation in almost every scientific 

domain, which has revolutionized science, 

technology and society [11]. Broadly we 

classify learning as supervised learning, 

unsupervised learning, and reinforcement 

learning [12].  

Supervised learning is learning from 
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labeled data, which has inputs and desired 

outputs. While as unsupervised learning 

does not require labeled training data. It 

learns from test data only, without desired 

output targets. Reinforcement learning is 

learning from feedback received through 

interactions with an external environment 

[13, 14, 15]. Companies like Google for 

different application domains have 

rigorously exploited all these categories. 

Supervised learning and unsupervised 

learning mainly relate to data analysis and 

decision-making problems, which are 

preferably addressed using reinforcement 

learning.  

As the data keeps getting bigger and 

bigger, existing machine learning 

techniques encounter great difficulties to 

handle future data as completely loading 

data into memory for centralized 

processing is not possible. Due to failure 

of traditional algorithms to handle massive 

data efficiently, more advanced learning 

methods have been adopted. These 

broadly focus on the idea of learning and 

are identified as:  

Representation Learning: or feature 

learning is transformation of raw data 

input to a representation that can be 

effectively exploited in machine learning 

tasks. Representation learning [16, 17], is 

a promising solution to learn the 

meaningful and useful representations of 

the data that make it easier to extract useful 

information when building classifiers or 

other predictors. It has achieved 

impressive performance on high 

dimensionality reduction tasks [18]. There 

are mainly three subtopics on 

representation learning: feature selection, 

feature extraction, and distance metric 

learning [18]. It has demonstrated 

remarkable successes in real-world 

applications, such as speech recognition, 

natural language processing, and 

intelligent vehicle systems [18, 19, 20].  

Deep learning: Interestingly, a class of 

techniques called deep learning finds its 

place in big data applications. One of 

advantages of deep learning is that it is not 

human engineered. Though deep learning 

is yet to mature, it has attained huge 

attention from researchers. Supervised 

and/or unsupervised strategies are used in 

deep architectures to automatically learn 

hierarchical representations [21]. Speech 

recognition, computer vision, language 

processing, and information retrieval [22, 

23, 24, 60] have attracted much attention 

from the academic community in recent 

years.  

Distributed and parallel learning: 

unprecedented volumes of data result in a 

bottleneck, preventing ability of learning 

algorithms to use all the data within a 

reasonable time. Allocating the learning 

process among several work- stations is a 

natural way of scaling up learning 

algorithms [25], which sounds promising. 

With the advantage of distributed 

computing for managing big volumes of 

data, distributed learning avoids the 

necessity of gathering data into a single 

workstation. Earlier research has resulted 
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in development of several popular 

distributed machine learning algorithms 

such as, decision rules [26], stacked 

generalization [27], meta-learning [28], 

and distributed boosting. With the 

advancements in efficacy of multicore 

processors and cloud computing 

platforms, parallel and distributed 

computing systems have become readily 

available for parallelization [25].  

Transfer learning: In order to handle 

knowledge generated from multiple 

sources with great heterogeneity and lot of 

variety, transfer learning has been 

proposed. Transfer learning is the 

improvement of learning in a new task 

through the transfer of knowledge from a 

related task that has already been learned 

[29, 30]. This helps solving new problems 

faster and intelligently from knowledge 

learned from previously tasks. It can be 

categorized into: inductive transfer 

learning, transductive transfer learning, 

and unsupervised transfer learning [30]. 

Many real-world data processing 

applications, such as cross- domain text 

classification, constructing informative 

priors, and large-scale document 

classification [31, 32, 33] have been 

addressed using transfer learning.  

Active learning: There are real-world 

applications where we have lot of data 

available but labels are scarce or expensive 

to obtain. Learning from unlabeled data is 

difficult and time-consuming which is 

addressed by active learning, which selects 

most critical instances for labelling [34]. 

This helps in selecting few labels and 

minimizing cost [35]. Image classification 

and biological DNA identification have 

extensively applied these methods [36, 

37].  

Kernel-based learning: Kernel-based 

learning has been used over years and has 

emerged as very powerful technique to 

increase the computational capability 

based on a breakthrough in the design of 

efficient nonlinear learning algorithms 

[38]. Implicitly mapping samples from the 

original space into a potentially infinite-

dimensional feature space is their elegant 

property in which inner products can be 

calculated directly via a kernel function 

[39]. Kernel functions provide the 

nonlinear means to address many 

challenging applications e.g., online 

classification [40].  

III. CURRENT ISSUES IN BIG DATA 

AND MACHINE LEARNING 

APPROACHES  

Different domains of machine learning can 

address the 5V challenges of big data:  

Volume: It is impossible to train machine-

learning algorithm with a central processor 

and storage on massive datasets. 

Distributed frameworks with parallel 

computing are, therefore preferred. 

Various algorithms working on top of 

large scale standaradized datasets, various 

learning have been proposed. MapReduce 

[41, 42], a powerful programming 

framework, enables the automatic 

paralleling and distribution of computation 

applications on large clusters of 
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commodity machines. To deal with the 

massive volume challenge of big data, 

cloud computing assisted learning method 

has also been adopted. It can enhance 

computing and storage capacity through 

cloud infrastructure. 

Variety: The variety of data that is 

generally produced from various sources 

are of different types. Data with different 

representation forms - structured, semi-

structured, and even entirely unstructured 

data add to the degree of complexity. Good 

data representations and integration from 

each individual data source works as 

rescue [43]. Besides representation 

learning, deep learning methods have also 

been successfully identified for effective 

data integration Transfer learning is also a 

good choice to address the challenge of 

different data types.  

Velocity: Handling the data in real time is 

one of major concerns for data science 

people. For big data, speed or velocity 

really matters, which is another emerging 

challenge for learning. Online learning is 

one strong solution for learning from high 

speed of data sources [7, 44, 45, 46]. 

Extreme learning machine (ELM)[47] is 

one novel-learning algorithm proposed to 

speed up learning. ELM provides 

extremely faster learning speed, better 

generalization performance, and least 

human intervention [48]. Representative 

streaming processing systems and many 

other architectures have been proposed 

recently to provide real-time analytics 

over big data [49].  

Veracity: Massive data generation result in 

questioning the precision and trust of the 

data source. We have begun to realize 

importance of addressing and managing 

the uncertainty and incompleteness on 

data quality. A simple way to handle data 

uncertainty is to apply summary statistics 

such as means and variances to abstract 

sample distributions [50]. Advanced deep 

learning methods to handle imperfect, 

noisy data and tolerate some messiness, 

have also been proposed. 

Value: Extraction of valuable information 

to analyze big datasets is the core reason 

for data science. The inferences are not 

straightforward. Knowledge discovery in 

databases (KDD) and data mining 

technologies [51, 52] play a pivotal role to 

extract information hidden in the massive 

data. The diversity of data meaning and the 

context in which data is analyzed provides 

room for cognitive computing [53].  

IV. DEEP LEARNING FOR BIG DATA - 

REVISITED 

Major breakthroughs have been achieved 

in the field of artificial intelligence as the 

concept of deep learning matures over 

time. Since deep learning is not human 

engineered it is more suitable to address 

most of application domains. Deep 

Learning algorithms learns over the time 

through hierarchical learning process. 

Simpler abstractions at preceding levels 

form the basis for more complex 

abstractions. Deep learning finds its 

application in big data analysis because of 

its ability to handle large amounts of 
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unsupervised and raw data that is mostly 

not labeled and categorized. Basic 

problems of finding patterns in large 

volumes of massive data, tagging relevant 

data, semantic indexing, retrieval of 

information in real time are nicely 

addressed by deep learning algorithms 

which is known to work well with high-

dimensional data, scalable models, and 

distributed computing. Mehdi Gheisari et 

al in [59] have highlighted some of 

application areas of deep learning in big 

data, which are particularly directed 

towards volume and variety of data that are 

inherently suitable for deep learning 

scenarios. 

For unsupervised data, deep learning 

algorithms with their approach to learn 

data representations in a greedy layer-wise 

fashion [54, 55] have been exploited with 

success. Stacking up non-linear feature 

extractors in fields of speech recognition 

[56, 57], computer vision[55, 56, 58], and 

natural language processing[17] deep 

learning solutions have yielded 

outstanding results.  

Conventional machine learning and 

feature learning have not shown 

significant results with large-scale data 

whereas deep learning has shown 

significant refinement in approaches to 

handle semantic indexing, data tagging, 

fast information retrieval. But deep 

Learning has not been able to address 

problems related to streaming data, high 

dimensionality of data, distributed and 

parallel computing. Deep learning has 

come up as rescue to most big data 

problems. Handling unsupervised data 

without human interference has been 

addressed well by deep learning 

approaches. The variation in data from 

various sources is addressed by abstract 

representations of deep learning. The 

abstract representations provided by deep 

learning algorithms can separate the 

different sources of variations in data. 

Non-linear transformations are applied at 

each layer and stacking up these result in 

more complicated nonlinear 

transformations, which represent data. 

These transformations tend to disentangle 

factors of variations in data [17]. The 

output of the final layer provides essential 

information for classification and other 

applications that designates value of the 

information. Inherent support to handle 

volume and variety provide one such 

solution venue for data analytics experts 

and practitioners. Big data technology 

needs to adapt to new incoming stream of 

an online large-scale data that are not 

addressed by deep networks because of 

continuous memory requirement. High-

dimensional data adds to the complexity 

and volume of the raw data. Time sensitive 

learning using deep learning needs to be 

addressed.  

Large-scale Deep Learning models are 

quite suited to handle massive volumes of 

input associated with Big Data, and as 

demonstrated in the above works they are 

also better at learning complex data 

patterns from large volumes of data. Fast 

133

Asif Ali Banka*, Vol. 14 | Issue 2 | December 2018



inferences, which are one major goal of 

big data analytics, can be acquired using 

the deep learning methods besides using 

less storage capacity. Deep learning 

models are readily accepted in domains 

where handling massive amounts of data, 

feature learning for heterogeneous data, 

real time and low quality data are 

considered difficult tasks [61].  

V. CONCLUSIONS AND FUTURE SCOPE 

Determining the context of data from 

various sources may not be exactly the 

same, which may significantly impact the 

quality of the machine learning results. 

Valuable patterns can be determined based 

on ontology modeling which help us to be 

proactive about data that is being 

generated. Since the ontology and 

semantic web technologies lack maturity 

we need to understand that implementing 

deep learning to process big data will be 

meaningful. Labelled patterns play a 

pivotal role for the learning algorithms; 

but on the other hand, labeling patterns is 

often expensive in terms of the 

computation time or cost, particularly for 

the large-scale streaming data, which is 

intractable. These two issues can be 

addressed by deep learning, hence, 

addressing the issue of pattern training. 

Finding accurate results by analyzing the 

personal information is one of major 

concerns of privacy in big data. Mining 

has been used for profiling which is 

conducive to change marketing tactics. 

Privacy is an issue that makes people feel 

at risk if effective measures are not taken 

to secure it. Privacy policies for profiling 

to encourage security issues for social data 

can be addressed using deep learning 

especially when addressing high 

dimensional data from images and videos. 

The aim of study is to realize and focus on 

building the bridge from theory to practice 

and implementation of deep learning for 

big data analysis.  
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