
 

 

Abstract    The aim of this paper is to suggest a methodical smooth control method for improving the stability of two 

wheeled self-balancing robot under effect disturbance. To promote the stability of the robot, the design of linear 

quadratic regulator using particle swarm optimization (PSO) method and adaptive particle swarm optimization 

(APSO). The computation of optimal multivariable feedback control is traditionally by LQR approach by Riccati 

equation. Regrettably, the method as yet has a trial and error approach when selecting parameters, particularly 

tuning the Q and R elements of the weight matrices. Therefore, an intelligent numerical method to solve this problem 

is suggested by depending PSO and APSO algorithm. To appraise the effectiveness of the suggested method, The 

Simulation result displays that the numerical method makes the system stable and minimizes processing time. 
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I. INTRODUCTION 

 A two wheeled self-balancing robot is a special 

case of robots ,its balancing problem is a hot 

research topic, and the main reason for this  is un-

stable, nonlinear , multivariable and strong 

coupled so that it has become traditional device 

used to test the processing abilities of different 

control methods. The ingrained intricacy related 

with the control of this platform makes it the most 

convenient test platform for the development and 

design of control systems of automobiles, crafts, 

space, robots, the rockets, and even martial 

transport. Can also be used to improve the means 

of personal transport, and would show to be very 

helpful as it would authorize people to travel 

small distances on a small style of transport and 

would help decrease air pollution [1]. Engineers 

and scientists are hard working to improve and 

develop methods of control unit to make the 

system stable and more powerful; different 

mechanisms are Designed and implemented on 

two wheeled self-balancing robot. design 

conventional controller (PID) It is much used in 

many fields in industry, with tuning of just three 

gains [2], Pole placement produces minimum 

overshoots but high settling time [3], LQR 

produces more overshoots than pole placement 

but good settling time [3], LQR with neural [4], 

PD control with fuzzy [4], LQR and PID are 

combined to improve a stabile [5], Design 

optimal LQR controller based on Particle swarm 

optimization algorithm [6, 7]. 

The simplest method to design state feedback 

control, mostly for multi outputs system. Can get 

it by linear quadratic (LOR) structured method by 

solving algebraic recombinant equations. 

However, this method as yet has a trial and error 

approach when selecting parameters. Particularly 

adjust the Q and R elements of the weight 

matrices 

The goal of the paper is to solve the problem of 

trial and error approach of selection parameter in 

the traditional methods, by using intelligent 

algorithm (PSO, APSO) to tuning feedback gains. 

In this paper we offer as follows: part II 

Improve Linear Quadratic Regulator by Particle 

Swarm Optimization Algorithms for Two 

Wheeled Self Balancing Mobile robot
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characterize the Mathematical Model of The Two 

Wheeled Self Balancing robot, part III 

characterize Linear Quadratic Regulator .PSO 

and APSO algorithms are lead in part IV.  Result 

of Simulation is discussed in part V the 

conclusion in part. 

 

II. MATHEMATICAL MODEL OF TWO 

WHEELED SELF BALANCING 

           Two wheeled self-balancing robot is 

mainly made up of two wheels and body, and the 

robot is the coaxial two wheels, driven by an 

independent engine. Parameters of quality are 

considered, radius and moment of inertia of the 

two wheels are the same, so the center of object 

gravity is inverted over the axletree and it 

maintains equilibrium over sports. This section 

describes the dynamic model of the system by 

introducing differential equations that describe 

the dynamics of a two-wheeled vehicle. The 

model derivative on the basis of Newton's 

equations of motion. The mechanical model of 

two wheeled self-balancing mobile robot consists 

of two separate sub-models, namely: a linear 

model of direct current motor activating the 

wheels and nonlinear model of the inverted 

pendulum. The dynamics of vehicle the medium 

body and two wheels are analyzed separately and 

this will lead to the following two nonlinear 

equations of motion [8].  

 
 

Fig. 1 Diagram of the chassis two wheeled self-

balancing robot [9]. 

After calculation of all the equations of the 

structure, this model is combined with the direct 

current (dc) motor model to get the final 

nonlinear equations of the robot are given below. 

Nonlinear dynamic equations are rearranged as 

follows in here [8]. 
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Nonlinear equations must be Linearization to get 

state equations. Suppose that  p
, hence 

linearized equations are obtained. 
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(4)  

Using the above two linear equations are obtained 

the state space model, mathematical modeling is 

required to design a controller [9]. 
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TABLE I 

THE PARAMETER VALUES OF THE TWO 

WHEELED SELF BALANCING SYSTEM [8].   

 
Symbol Definition Parameter 

l  Length to the body's 

center of mass 
0.07 m  

r  Radius of wheel 0.051 m  

pM  Mass of body 1.13 kg  

WM  Mass of wheel 0.03 kg  

g  Gravity 9.81
2/ sm  

mK  Motor torque constant 0.006123 AmpNm /  

eK  Back EMF constant 0.00608 radVs /  

pI  Inertia of the body 0.0041 
2.mkg   

WI  Inertia of the wheel 0.000039
2.mkg  

R  Nominal Terminal 

Resistance 
3  

 

 

After applied of values in the Table 1, it is 

obtained.   
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III.   LINER QUADRATIC OPTIMAL 

CONTROL 

          Optimal control LQR is the design most 

mature controller a method in the improvement of 

recent control theory [10] 

Here )(tx , )(tu   are represent input vector, 

)(ty represents the output and )(tu  .The LQR 

approach constructs a linear state feedback law 

expressed by 

 

)()( tkutu   

                                                                          (9) 

Where K represent gains matrix. K design is the 

exchange between transient response and control 

efforts. The optimal control method in this design 

is to look for the control vector in Equation (10), 

which reduces the performance index in the 

below: 

dttRututQxtxJ TT ))()()()(
0

 


 

                                                                       (10) 

Where R and Q are a positive definite and semi-

definite weight matrix of state matrix  and 

input matrix )(tx .The control gain matrix k is 

obtained by solving  

PBRK T1  
                                                                         (11) 

 where p is the solution of the Algebraic Riccati 

equation by:  

01   QPBRPBPAPA TT  

                                                                         (12) 

It is required that (A, C) is detectable and   (A, C) 

is stabilizable . Nevertheless, the method as yet 

has a trial and error approach when selecting 

parameters, particularly tuning the Q and R 

elements of the weight matrices. When the 

system has a greater degree, the way trial and 

error would be impossible. And also for simpler 

systems, it is work-intensive and it takes time. 

For that we use optimization method adaptive 

particle swarm (APSO) and (PSO) to adjust Q 

and R matrix matrices. 

 

IV. PARTICALE SWARM OPTIMIZATION 

            PSO is one of a strong optimization 

method with high efficiency compared with other 

methods. It is a random evolutionary arithmetic 

technique based on the movement and 

intelligence of swarms. The PSO technique is 

designed with a number of randomized solutions 

and the search for optima by updating 

generations.  In a D-dimensional search space A 
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swarm of N particles is formed that moves 

around. Each particle is set position and speed, 

which is updated, based on social cognitive 

factors and personal realize the best solution. The 

velocity of each particle its towers the global best 

and its own personal best Applying the following 

equation [10, 11] 
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                                                                   (13) 
  

                                                                    

where, iX  is the present particle position , iV   is 

the particle velocity, w , 21,cc   are constants 

and 21,rr  are random variables within the range 

betwwen 0 or 1, and all  positions are updated 

based on their movement  in serch space 

according to equation of update:  
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                                                                        (14) 

Performance is calculated for each particle is 

weighted by fitness function (performance index), 

which is attached to the problem to be resolved.to 

reduce the integral of squared error (ISE) and  is 

The aim of the optimization. 

dtteISEF )(2

                                            

                                                                        (15) 

 

 

V. ADAPTIVE PARTICALE SWARM 

OPTIMIZATION 

           APSO one of All the suggsted 

modifications is basically to improve exploration 

and exploitation or even both exploration and 

exploitation capability of the PSO, we extend the 

idea of adaptive inertia weight strategy to solve 

the optimal problem of LOR.  To implement the 

weight-inertia adjustment strategy, it is important 

to evaluate the position of the swarm during each 

repeat step. Thus, the success rate (SP) of 

particles is utilized to update the adaptively 

velocity .a small value of SP means that the 

particles fluctuate around the optimum value with 

very little improvement.  However, Large value 

of SP Refers that the particles have arrived the 

best value and the particles progress slowly 

towards optimum, while. Thus, the success rate 

can be used to adjust the inertia weight 

adaptively. As follows below the SP value is 

calculated and used to arrive at the adaptive  

Inertia weight parameter (AIWP) as follow in(16) 

[13].  
 

   minminmax ))( WSPWWtW   

                                                                       (16) 

 

VI. RESULT OF SIMULATION  

            The PSO and APSO methods are utilized 

to obtain the optimal values of the weighting 

matrices of LQR algorithm is executed in 

MATLAB 2016b. Table2 Displays the variables 

used in Particle Swarm Optimization and 

adaptive Particle Swarm Optimization algorithms.  

Furthermore, the number of repetition(i), particle 

size and cognitive acceleration constants in both 

PSO and APSO are same except the inertia 

weight(AIWP).It was also used  parameter Called 

it  dimension(d) in  algorithms it was chosen 5, 

( 11q , 22q , 33q , 44q ,R) representing  the diagonal 

elements   to be improved in the LQR design .  

According to the fitness function ISE, the 

optimization algorithms are implemented the best 

is obtained from global particles, the weights of 

LQR for a specific number of repetitions .Results 

obtained in table2 after applied intelligent 

algorithms and get optimal values Q,R, The two 

methods were compared in table4   and has been 

shown APSO better than PSO, through(ts,mp,tr). 

 

 

Fig. 2 Represent LQR control system. 
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TABLE 2 

PARAMETERS USED IN THE ALGORITHM. 

 
APSO PSO initialization Parameters 

100 100 No.of iterations(i) 

30 30 birds step  

5 5 Dimensions(d) 

0.5 0.5 
1c  

2 2 
2c  

AIWP 0.3 weight(w) 

 

TABLE 3 

AFTER APPLIED THIS INTELLIGENT ALGORITHM 

(PSO, APSO) RESULTS ARE OBTAINED 

 

Controller gain Weight matrices Optimization 

algorithm 

K= *[-0.3054   

-0.1661   2.4325  0.1948] 

 2.0524*[Q=diag

0.1000  0.001  0.001] 

 

R=0.22 

ASO 

K= *[-0.2960   

-0.1597  2.3896  0.1912] 

 2.3663*[Q=diag

0.100 0.0010 0.001] 

 

R=0.27 

 

PSO 

0.022 0.038 ISE 

 

 

 

        (a) 

 

           (b) 

 

                                                          (C) 

Fig. 3 Simulation result of the 

Robotic system with state feedback 

controller. (A) Position (B) Angle 

(C) Error signal. 
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Fig. 4 Simulation result of the Robotic 

system with state feedback controller 

with step disturbance. 

 

 

TABLE 4 COMPARATIVE BETWEEN OF 

METHODS. 

 

 

I. CONCLUION 

            This paper proposed an optimal control 

method based on optimization algorithm (PSO, 

APSO) and Linear Quadratic Regulator(LQR) 

to stabilize the two-wheeled mobile robot. The 

parameters R and Q are adjusted by (LQR) 

weight matrices using an intelligent algorithm 

adaptive particle swarm algorithm. This 

numerical way removes the effort and takes a 

long time   "trial and error" way commonly 

implemented to tune the weighting matrices. 

Simulation was performed to compare the 

performance of (PSO, APSO) tuned LQR with 

traditional LQR. using (PSO, APSO) control 

were tested for position and angle, it has the 

ability to reject disturbance. But LQR without 

(PSO, APSO) making the system susceptible 

to disturbance. The results display that this 

approach improve the performance of the 

system by small or no overshoot  as well as 

faster settling  and  reduces tuning time. 
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