
 
 
 
 
 
 
 
 
Abstract The reluctance of industry to allow wireless paths to be incorporated in process control loops has limited 
the potential applications and benefits of wireless systems. The challenge is to maintain the performance of a control 
loop, which is degraded by slow data rates and delays in a wireless path. To overcome these challenges, this paper 
presents an application–level design for a wireless sensor/actuator network (WSAN) based on the “automated 
architecture”. The resulting WSAN system is used in the developing of a wireless distributed control system (WDCS). 
The implementation of our wireless system involves the building of a wireless sensor network (WSN) for data 
acquisition and controller area network (CAN) protocol fieldbus system for plant actuation. The sensor/actuator 
system is controlled by an intelligent digital control algorithm that involves a controller developed with velocity PID-
like Fuzzy Neural Petri Net (FNPN) system. This control system satisfies two important real-time requirements: 
bumpless transfer and anti-windup, which are needed when manual/auto operating aspect is adopted in the system. 
The intelligent controller is learned by a learning algorithm based on back-propagation. The concept of petri net is 
used in the development of FNN to get a correlation between the error at the input of the controller and the number 
of rules of the fuzzy-neural controller leading to a reduction in the number of active rules. The resultant controller is 
called robust fuzzy neural petri net (RFNPN) controller which is created as a software model developed with 
MATLAB. The developed concepts were evaluated through simulations as well validated by real-time experiments 
that used a plant system with a water bath to satisfy a temperature control. The effect of disturbance is also studied 
to prove the system's robustness. 
 
Index Terms— Fuzzy-Neural Network, Petri Net, Robust Fuzzy-Neural Petri Net, Wireless DCS, CAN 
 
 

I.  INTRODUCTION 
The use of DCS is becoming popular and useful 
to control large and complex industrial processes 
that involve multiple variables and control loops. 
The continued development of these DCS 
systems results in good advantages for the users 
such as [1]: flexible hardware architecture and 
software templates, robust communication 
systems among hardware components (field 
devices), good management system for alarms 
and abnormal events, ability to archive data for 
the sake of trending, data logging or reporting, 
etc. The concept of wireless networked control is 
universal and provides a replacement for the 
point-to-point wire or UHF radio that uses an 
antenna system for remote supervision [2]. 
Information among distributed sensors, 
controllers and actuators is exchanged over a 

communication network to perform a specified 
control task. Building a DCS system supported by 
a wireless network (i.e. WDCS) is a challenging 
task because it requires a new design approach 
for both systems. Control systems and 
communication networks are designed using 
different principles. Traditional control loops 
require the feedback data to be accurate, 
synchronized and lossless [3]. In contrast, random 
delay and packet loss are accepted in 
communication networks. In DCS systems, the 
network design should optimize the control 
performance. From the control point of view, the 
more the controller knows about the system, the 
better the control performance. This can be done 
by increasing the number of sensor devices that in 
turn lead to the congestion in the network. The 
congestion causes longer delays and packet loss, 
which leads to a degradation in the control 
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performance of the overall system. Hence, a 
related design of the wireless network and 
controller is required. WSANs appear as a new 
generation of sensor networks [4] that may 
overcome the above problems and satisfy the 
related design of the wireless network and 
controller. WSANs will enable a good degree of 
distributed control. However, the unreliability of 
the wireless communication and real-time 
requirements of control loops are big challenges 
for WSAN design. In the control field, most of 
the commercial DCS systems are organized as 
many periodic processes, with nearly the same 
period, but without common clock. These 
processes communicate with each other by means 
of shared memory through: Serial links or 
Fieldbus. The fieldbus communication method 
has been adopted in this work. Basically, the 
concept of automatic control includes 
accomplishing two major operations: 
transmission of signals (information flow) back 
and forth, and calculation of control actions 
(decision making). Carrying out these two 
operations in real plants requires a set of 
hardware, instrumentation, and suitable software. 
There are also a number of major issues that must 
be considered in the design of a DCS system such 
as: the adopted communication protocol (CAN 
protocol in this work), the adopted network 
topology (bus topology in this work), the 
Interoperability concept that means: Using of 
nodes from different vendors, satisfying Quality-
of-Service (QoS) of the communication protocol, 
system throughput, system performance, fast 
response time, and some real time requirements 
such as sampling time. These design principles 
will be satisfied in the design of the WDCS 
system presented in this paper. A new 
methodology via the use of the WSAN principles 
that uses a WSN network for data acquisition and 
a fieldbus system for plant actuation is proposed. 
The work is the first trial to merge between WSN 
and fieldbus system in the design of a DCS to get 
a WDCS. It presents a good trial that serves the 
industry very much. Therefore, this paper 
presents an application-level design method for a 
WSAN suitable for the use in DCS systems. The 
method is generic because it is independent of the 
embedded platforms, environment, plant, or 
controller design. Beside all the above, the paper 

proposed a new control algorithm for the closed 
control loop of the WSAN. This control 
algorithm depends on a control structure built as a 
Fuzzy Neural Petri net (FNPN) network learned 
(trained) by a back-propagation online algorithm. 
The algorithm tries to increase the real-time on-
line adaptation by decreasing the convergence 
time via reducing the number of rules. 
There are many publications that deal with 
fieldbus systems, CAN communication protocol, 
DCS systems, WSN, WSAN, and intelligent 
control systems but there is no publication that 
put them together. To the best of our knowledge, 
the work presented in this paper is the first trial to 
design a WSAN system with this collection of 
subjects leading to a WDCS. In the following 
discussion, we present related works that made 
contributions to the different parts of the overall 
proposed system.  
In 2002, Almeida L., et al presented a response-
time-based scheduling analysis for the real-time 
traffic. The analysis considered both types of 
traffic in an integrated way according to their 
priorities. A fixed-priorities-based policy had 
been used to schedule the periodic traffic that is 
important when using planning scheduler instead 
of offline static scheduler [5]. In 2008, Felipe 
G.C. et al proposed and evaluated the possibility 
of extending CAN fieldbus with delay-tolerant 
networks based on multi-hop paradigm [6]. In 
2009, Qingfeng L. et al. investigated the delays 
associated with the use of Foundation Fieldbus 
(FF) H1 networks within control loops. 
Analytical and experimental evaluations were 
performed with a test loop using hardwired 
analog channel. They concluded that significant 
delays could be introduced if the traditional 
analog channels of a DCS are replaced by an FF 
H1 network [7]. Ajay J., et al presented an 
analytical view of a WSN architecture design 
along with its objectives and implementation 
challenges [8]. In 2009, Tik L.B. et al. also 
presented a temperature monitoring system for 
environmental (not industrial) application [9]. In 
2009, Shih-Lun, et al. presented four-level 
hierarchical wireless body sensor network 
(WBSN) system for biometrics and healthcare 
applications. It also separates pathways for 
communication and control [10]. WSANs are a 
relatively new topic that extends the wireless 
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networking principles for actuation purposes. 
Most of the publications in this field have been 
focused on the communication protocols e.g. in 
2003, Sinopoli B. et al. presented a mixed model 
for design, analysis and synthesis of control 
algorithms within sensor networks [11]. In 2006, 
Li prototyped a light monitoring and control 
application as a case study of a WSAN [12]. In 
2007, Feng X. et al. presented a design 
methodology for WSANs in mobile control 
applications in terms of link quality and its 
relation with packet loss [4]. In 2009, Anderzej P. 
et al. described how greenhouse climate control 
can be represented as an event-based system in 
combination with WSNs. Analysis is given by 
means of simulation results [13]. In 2010, Hazem 
M.S. developed a wireless networked control 
system coordination agent, as part of an 
intelligent supervisory control system, which 
grants the WSN gateway as much latitude in 
meeting its objective with maintaining the control 
loop performance [14]. In relation to soft 
computing techniques, the following are some 
related publications. In 1999, Lin C.T. et al. 
proposed a neural fuzzy inference network for 
temperature control and proved good learning 
ability but the inclusion of too many input and 
output variables increased the network size and 
decreased the learning speed [15]. In 2002, 
Mastorocostas P.A. et al. introduced a dynamic 
fuzzy neural network in which, the recurrence is 
achieved by including external feedback. To 
apply this network to temperature control 
problems, it still need to know the order of both 
control input and network output to participate in 
the recurrent model [16]. In 2006, Jingwei X., 
proposed a novel method called PID design 
through numerical optimization for the design of 
adaptive fuzzy PID controllers to achieve optimal 
control performance. He applied numerical 
optimization to transfer the fuzzy PID design 
problem to a numerical optimization problem 
[17]. In 2009, Rong J.W. et al. succeeded in the 
addition of petri net to the fuzzy neural to get a 
recurrent and dynamic online algorithm to path 
tracking control of a mobile robot [18]. In 2014, 
Shahram M-B presented an artificial neural 
network and adaptive neuro-fuzzy inference 
system (ANFIS) for overall oil flow rate 
prediction of the wells on the basis of available 

temperature and pressure measurements of lines 
[19]. There is limited work in the field of DCS or 
WDCS system design. In 2005, Suphan G., et al 
presented network device groups distributed 
through digital and analog Remote Terminal 
Units (RTUs). These devices were centralized by 
computer control and communicated through 
serial bus [20]. In 2009, Ivan C. et al. presented 
the main advantages of using an industrial DCS 
in the operation of a distillation column which is 
used in an undergraduate unit operations 
laboratory course [1]. In 2010, Amir F. et al. 
focused on an innovative and intelligent DCS for 
tank gauging control system for tank farm oil 
terminal [21]. In 2010, Amir F. developed a 
multi-networking for a computer-based (DCS) 
tank gauging system for large tank farm [22].  

The rest of this paper is organized as follows: 
Section 2 displays the basic fundamentals and 
design of the CAN fieldbus. In Section 3, the 
fundamentals and practical setup of the WSN are 
explained. The proposed RFNPN intelligent 
controller is outlined in Section 4 while Sections 
5 is concerned to the identifiers and control 
system design. The overall wireless control 
system (WCS) system is shown in Section 6. 
Validation results for the offline and online 
identification as well as the real-time 
experimental results are presented in Section 7. 
Conclusions are summarized in Section 8. 
 

II. CAN FIELDBUS SYSTEM DESIGN 
  The evolution of process control systems due to 
increasing complexity of industrial processes has 
led to a big increase in the number of field 
devices and the quantity of data. The classical 
point-to-point communication between the site 
(plant) and the control room i.e. the 4~20mA 
system appears to be unsuitable for these complex 
systems. This led to the development of serial 
communication systems for process control 
applications. One of the most famous serial 
communications is the fieldbus. It is a digital 
communication network that is used in industry to 
replace the existing 4~20mA classical analog 
system. Serial transmission has many advantages 
as compared with other transmissions. For 
example, it reduces the number of physical 
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wirings over longer distances than that of the 
point-to-point or the parallel transmissions. Since 
network communication is very critical function, 
selecting the right fieldbus is very important and 
suits the operation and cost. There are two major 
reasons in favoring the fieldbus system: The data 
transmission is done in a standard form, and the 
data exchange on the bus is seen by all nodes at 
the same instant. That means there is no need for 
extra cabling to connect the various nodes all 
together. One of the most important protocols 
(that is adopted in this work) is the CAN which 
has specifications suitable for industry e.g. cost 
effective and high baud rate (1Mbit/s). The 
T89C51CC01 is the first member of the CAN 
family of 8-bit microcontrollers dedicated to 
CAN network applications [23]. This controller is 
used in the design presented in this paper. The 
MCP2551 is a high speed CAN transceiver that 
works as an interface between a CAN controller 
and the physical bus. It provides a differential 
transmit and receive capability for CAN 
controllers. Each node in a CAN system must 
have a device to convert the digital TTL signals 
generated by the CAN controller to differential 
output (CANH and CANL). A typical CAN 
fieldbus system (master-slave mode) is shown in 
Figure 1. 

 

 

 

 

 

 

 

 

Each node acting as slave of the fieldbus system 
consists of a CAN microcontroller and a CAN 
transceiver. The microcontroller deals with the 
sensors and actuators of the plant, while the 
transceiver transforms the digital data comes 
from the microcontroller to a differential signal. 
The slaves communicate with each other via the 
master controller, which also transforms the data 
received from the computer by the universal 
asynchronous transmit receive (UART) protocol 

of the RS232 serial port to CANH and CANL 
signals sent to the slaves via the CAN bus and 
vice versa. Therefore, each microcontroller 
should be attached to a CAN transceiver. The 
practical electronic implementation of the master 
controllers is shown in Figure 2. WCS system 
uses the slave controller for sending the 4~20mA 
analog control signal to the actuator, which is an 
SCR (Silicon Controlled Rectifier).  Digital 
output of port 1 (P1) of the slave controller is a 
byte that should be converted to an analog signal 
using a digital-to-analog (DAC) converter. The 
DAC used is the AD7528, which is a dual 8-bit 
digital-to-analog converter. The output analog 
signal is a low voltage value (0~ -0.6V) obtained 
at pins (OUT A or OUT B) and then fed to 
LM324 signal conditioner circuit in order to get 
the standard range of 1~5V analog signal. The 
output of the signal conditioning circuit should be 
converted to analog current 4~20mA signal 
suitable for sending, without drop and more 
immunity against noise, to the actuator (SCR). 
Hence, a V-to-I converter circuit is designed for 
this purpose. The complete electronic diagram for 
the analog unit (DAC, signal conditioner, and VI 
converter) is shown in Figure 3. The SCR power 
controller used in this work is designed to 
regulate AC power to electrical heating process. 
The SCR receives a 4~20mA analog signal fed by 
a temperature controller via the analog handling 
unit. The combination of the temperature 
controller and the SCR provides very accurate 
automatic temperature control. Images for the 
designed master controller, slave controller, and 
the analog handling unit are shown in Figures 4 
and 5. 
 

III. WIRELESS SENSOR NETWORK FOR DATA 
ACQUISITION 

 A WSN consists of a number of interconnected 
sensor nodes (sometimes called motes) that 
interact with the physical environment for 
collection and dissemination of data useful in 
areas where ordinary networks are unsuitable. 
Each mote may carry different types of sensors 
suitable for desired measurement such as:  
temperature, pressure, flow, humidity, etc. All 
these physical quantities are required in industry. 

 
Fig.1. Overall CAN fieldbus (master-slave mode) 
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Fig.2. Master Controller of the fieldbus system 
 

 

 

 

 
Fig.3. Electronic diagram of the analog unit 

 
(a)                                              (b) 

Fig.4. Real photo for the master (b) & slave (a) 
controllers of the fieldbus 

 
Fig.5. Real photo for the analog handling unit 
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The use of wireless network for monitoring will 
not only reduce the overall system--cost in terms 
of facilities setup and labor cost, but will also 
provide flexibility in terms of distance or 
location, scalability and reliability [24]. The use 
of automation in monitoring task will reduce the 
dependency on human thus reducing errors and 
cost. Low power radio platforms with well-
designed communication protocol allow a 
generalized wireless communication among the 
network nodes, rather than the point-to-point 
communication. The computing and networking 
capabilities allow sensor networks to be 
reprogrammed or re-tasked after deployment in 
the field. This paper presents an implementation 
of a general WSN network suitable for the use in 
a wireless DCS system. The results of the 
monitoring system are displayed both numerically 
and graphically. The sensing unit is a sensor 
connected to an analog-to-digital channel (ADC) 
embedded in the microcontroller. The 
microcontroller used here is ATmega1281 which 
has an 8 ADC channels. The communication unit 
is an RF transceiver suitable for converting the 
TTL signals of the microcontroller to an RF 
signal for the sake of wireless transmission of 
sensed data to the gateway. The gateway is 
connected to a server computer for the purpose of 
monitoring. The RF unit presented in this paper 
contains a 2.4 GHz IEEE 802.15.4 wireless 
transceiver designed for the embedded sensor 
network and used for data acquisition with baud 
rate of 250 Kbit/s and maximum distance of 500 
m. The MIB520 USB interface board- attached 
with an RF mote is used for two main functions: 
mote programming; and as a gateway. As the 
gateway needs to continuously receive data from 
the field sensor nodes, it remains powered at all 
times via the USB port of the server computer. 
The schematic diagram of the RF unit used in this 
paper is shown in Figure 6.  
The hardware components of the overall WSN 
designed for temperature monitoring is displayed 
in Figure 7.  
Many software packages are needed in the 
development of a WSN application. One of the 
most popular software is the Tiny Operating 
System (TinyOS). TinyOS is a lightweight 
operating system specifically designed for small, 

low power microcontrollers used in wireless 
sensor nodes [25].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TinyOS and its applications and systems are 
written in the nesC (Network Embedded System 
C) language which is a C dialect with extra 
features. TinyOS has a set of application program 
interfaces (APIs) for common functionality such 
as sending packets, reading sensors, and 
responding to events. Server software called 
XServe is used for the required services such as 
parsing, transforming and processing data at run 
time [26]. It is required to save the desired data 
(temperature sensor reading) in a .csv Excel file 
i.e. making the server program to work as a 
producer that produces the items (data) and put it 
in a First-In-First-Out (FIFO) buffer (the Excel 
file) in order to consume it by a consumer. All the 
required data will be saved automatically to the 
Excel .csv file. The consumer must be another 
program that read the data from the buffer and 
displays it on a display screen. This data will be 
accessed by an m-file and routed to the display 
for the purpose of monitoring. To get a complete 

               
Fig.6. Schematic diagram of the RF unit 

 
Fig.7. Overall WSN for water bath temperature monitoring 
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WSAN system (closed loop), we will use this 
data as a measured feedback values that should be 
compared with the software generated set points 
to produce an error signals supplied to the 
designed intelligent controller, that in turns 
produces a control signal for the actuator of the 
plant leading to a closed control loop. It is clear 
that the overall problem is a producer-consumer 
problem. It is known from the principles of 
operating systems that this problem needs some 
form of synchronization (timing) between 
producer and consumer to overcome some 
problems such as the buffer empty and buffer full. 
Also, the actions of the control algorithm have to 
be synchronized with the requirement of the 
process to be controlled i.e. the control action is 
done at a specified sampling rate. There are many 
methods for timing such as: polling, external 
interrupt, ballast coding, and real-time clock [27]. 
The adopted method in this work is the real-time 
clock. The code written for this real-time 
requirement is as follows: 
 
 
 
 
 
 
 
 
Where “tic-toc” are instructions in MATLAB 
language. “tic” starts ticking and “toc” calculates 
the elapsed time, Ts is the sample time, and L is 
the number of samples. This code segment, which 
runs in the beginning of each control cycle, uses a 
“busy waiting” for a constant time of Ts seconds. 
It should be noted that the sampling time for the 
consumer must be greater than the sampling time 
of the producer in order to satisfy exact 
synchronization. Hence, it is insured that the 
consumer never read the buffer if it is empty or 
not yet produces a new item. The estimated value 
for Ts is found to be 2 seconds while that for the 
sensor node is investigated to be 0.7 seconds. 
These values are compatible with the real time 
ranges of the commercial DCS systems that have 
an industrial range of 0.5~60 seconds. 

 
 

IV.  THE PROPOSED RFNPN INTELLIGENT 
CONTROLLER 

 Recently, hybrid systems such as: fuzzy-
neural, neuro-fuzzy, etc., have proven to be very 
effective in designing intelligent control systems. 
These soft computing techniques have been 
widely used in identification and control of 
dynamic control applications. In this paper, we 
propose a novel  hybrid control system that 
combines three soft computing techniques: fuzzy, 
neural, and petri net leading to a Fuzzy-Neural 
Petri Net (FNPN) controller that is trained and 
used with temperature control plant to verify its 
operation and performance. Many features are 
added to this controller to increase its robustness 
against plant disturbance such as bumpless 
transfer and anti-windup. The presented RFNPN 
controller for temperature control system is 
shown in Figure 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The operation of each layer of this RFNPN 
framework is introduced as follows: 

1. Input Layer 

Each node in this layer transmits the input 
crisp variable xi (i=1,2,3,…n) to next layer. 

2. Membership Layer 

This layer represents the fuzzification stage 
for the RFNPN in which the crisp inputs xj 
are transformed to fuzzy inputs via the 
adopted Gaussian membership function 
given by: 

                            (1)   

tic 
for k=1:L 

ttt=toc; 
  while (ttt < Ts) 
      ttt=toc; 
end 
tic 
{Control Algorithm} 

end 
 

 
Fig.8. Framework of the RFNPN 
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Where cij and sij are the center and width 
of the membership function. 

3. Petri Net Layer 

It is used to produce tokens that make use 
of competition laws for node firing as 
follows:  

                                 (2)     
Where tij is the transition and dth is the 
dynamic threshold that varies with error 
and can be tuned by the following equation 
[18]: 

                             (3) 
Where α and β are positive constants that 
can be chosen randomly. It is clear that the 
larger the error, the smaller the threshold. 
If the error becomes large, the threshold 
values will be decreased to fire more rules 
for the current situation.   

4. Rule layer 

The output of each node is the product of 
its inputs after passing from petri layer and 
it is given by: 

               
Or, it can be written as: 
     

                        (4) 

 Where  is the output of the jth node of the 
rule layer; n is the number of crisp inputs. 

5. Output Layer 

Output node calculates the total output y as 
a summation of the input signals as 
follows: 

        

                                                         (5) 
 

Where the connection weights wj is the 
output action strength associated with the 
jth rule; ni is the number of rules.  

In the structure learning, the number of fuzzy 
rules, initial number of membership functions, 
and initial consequent parameters are chosen. The 
parameter learning is used to tune the free 
parameters of the constructed network to its 
optimal values. To explain the learning algorithm 
of RFNPN using the supervised back-propagation 
method, the error function is defined as: 

                                              (6) 
Where y is the output of RFNPN network and yp 
is the output of the plant. 

The update laws for wj, cij, and sij are: 

                      (7) 

                      (8) 

                  (9) 

Where  is the learning rate for the weights of 
rule layer,  ,  are the learning rates for the 
center and width of the Gaussian membership 
function respectively. Choosing suitable values 
for these learning rates is very important during 
training process. The three partial derivatives in 
the above three equations are derived and given 
by: 

           (10) 

              (11) 

              (12) 

 

V. DIGITAL CONTROL SYSTEM DESIGN 
  Before proceeding with the proposed controller 
design, a mathematical model of the temperature 
plant is required. The water bath is chosen as a 
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temperature controlled object adopted as a case 
study. It can be described by a continuous time 
delay, first order, type 0 approximate model of 
transfer function [27] shown in Figure 9 and has 
the following difference equation: 

         (13)         

Where K is the plant gain, τ is the plant time 
constant, τd is the plant delay time, and (τd/Ts) is 
the delay order of the plant input u(k). These 
parameters should be found empirically in order 
to use them in the simulation software. 
Experimentally, these parameters are found to be: 
K=0.4, τ=130 seconds, τd=20 seconds, Ts=2 
seconds, and τd/Ts=10.  

 

 

 

 

 

 

 

 

 

As a second step for the controller design process, 
an identification model is required. Identification 
is the process of constructing a mathematical 
model of a dynamic system using experimental 
data measured directly from the system. There are 
two types of identification methods namely, 
forward dynamics- and inverse dynamics 
identification. Also, there are two representations 
for identification models namely, parallel- and 
series-parallel models. In this work, the forward 
control with forward series-parallel identification 
model is used because it is simpler and more 
accurate than the inverse control. Since the value 
of (τd/TS) is 10, that means there are u(k), u(k-1), 
u(k-2),...  u(k-10) inputs to the identifier. The total 
number of delays (z-1) is 11 (10 for delaying the 
input, and 1 for delaying the output of the plant) 
as shown in Figure 9. Offline identifier is utilized 
for two main purposes: The results obtained from 
the offline identification are used as initial 
weights and parameters for the online control 

system. First this initial data will speed up the 
learning process of the online control system and 
hence the convergence will be fast, second the 
identifier is used in the online forward control 
system to measure the sensitivity S of the plant 
and provides it to the FNPN controller for the 
sake of adaptation. 

The PID controllers were used to control 
industrial temperature systems and some of these 
systems are still used today. Adaptive control is 
introduced to deal with complex systems that 
could not be controlled by conventional methods 
such as less-defined plants or time varying 
parameters plants. Adaptive controller is a 
controller that can modify its behavior in 
response to changes in the dynamics of the 
process and the characteristics of disturbance. In 
this type of control systems, plant response 
should follow the response of a defined system 
such as Model Reference Adaptive Control 
system (MRAC). Fuzzy logic was used for many 
years to realize adaptive control. Then 
conventional PID controllers are realized with 
fuzzy logic to get PID-like fuzzy controllers. 
Even though fuzzy controllers often produce 
superior results as compared to those of classical 
controllers, there is a difficulty in accessing the 
fuzzy controller because: firstly, its design is not 
straightforward due to heuristic of the rules and 
membership functions; secondly, tuning of its 
parameters is complex. The generation of 
membership function is a challenging problem in 
fuzzy systems. Hence, this leads to the emerging 
of fuzzy neural and neuro-fuzzy systems in which 
the neural network is adopted to learn the 
membership functions of the fuzzy systems. The 
MRAC system is an important adaptive controller 
by which the desired performance of the overall 
closed loop system is obtained if it is made to 
track the performance of a stable reference model. 
The proposed control system attempts to guide 
the plant output yp to match the reference model 
output yr asymptotically i.e. 

                                               (4) 

for some specified , which is used for the 
controller network training. The reference model 
is designed as a PID system tuned to get the 
desired response and added to the online control 

 
Fig.9. Offline identification model 
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structure of our RFNPN controller. The proposed 
RFNPN forward (online) control system is shown 
in Figure 10. This developed control system 
structure, which is based on MRAC, performs 
two tasks: system identification and control. The 
initial values for parameters wj, cij, and sij of the 
identifier are taken from the offline learning that 
should be achieved already. The identification 
process should overcome the changes that may 
occur in the system parameters due to 
disturbance. Also, the control process requires the 
sensitivity parameter (S) of the plant to be 
introduced by the identifier to the main controller 
as shown in Figure 10. 
 
 
 
 
 
 
 
 
 
 

The RFNPN for the controller and the identifier 
has the same structure with a small difference in 
the number and type of the inputs and outputs. 
The update training laws for the RFNPN is the 
same as the previously mentioned equations but 
the error function will be:  

                           (15) 

Now, the partial derivatives   and  of 

the updating laws should be derived according to 
the chain rule as follows: 

                                (16) 
Where m is the plant input or the controller 
output. The term   represents the system 
sensitivity that should be found because the 

convergence of the RFNPN controller cannot be 
insured if S is unknown. Since the RFNPN 
identifier of Figure 10 is used to provide the S 
function and since it has the same plant input and 
output, i.e. 

                                               (17) 

Then: 

                      (18) 

Hence, the S function is derived to be: 

           (19)   

Therefore, we can summarize the updating laws 
for RFNPN controller by:     

                                            (20) 

           (21) 

          (22) 

As seen from Figure 10, the designed control 
system is operated with two modes: manual and 
automatic. In manual mode, the controller output 
is manipulated by the operator using pushbuttons. 
When the mode is changed to automatic, it is 
important to avoid switching transients. This can 
be satisfied with a concept called "bumpless 
transfer" [27]. The summation in Figure 10 is 
provided to deal with increments. Because the 
switching only influences increments, there will 
not be any large transients. Bumpless transfer can 
be satisfied by several methods. One of the most 
widely used methods is the velocity algorithm, 
which gives the change in the value of the 
controller output (∆m) for each sample rather than 
the absolute value of the controller output (m). In 
this case the inputs to the RFNPN controller must 
be as shown in Figure 10. If the error is large and 
the integral term of the controller saturates the 

 
Fig.10. Developed RFNPN online controller operating 

with two modes: Manual and Automatic 
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actuator, the feedback loop will have no effect 
because the actuator remains saturated even if the 
process output changes. This means that the 
integrator is being unstable and may integrate up 
to a very large value. This effect is called integral 
windup. Again the velocity algorithm is the 
solution to that problem. It has an inherent 
integral limit that prevents the buildup of error 
leading to avoidance of saturation. Hence, 
velocity algorithm method is used for the design 
of our PID-like FNPN controller to satisfy 
bumpless transfer and anti-windup. 
 

VI. OVERALL WIRELESS CONTROL SYSTEM 
The structure of the designed wireless control 
system is shown in Figure 11.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The sensing part is a wireless system while the 
actuation part is the CAN fieldbus wire system. 
The control algorithm for this wireless control 
loop is a FNPN intelligent algorithm developed 
with MATLAB. Generally, it is possible to use 
any number of such wireless control loops with 
attention to some real time requirements such as 
the sampling time. The relationship among the 
various software and hardware of the total system 
is shown in Figure 12. The input devices (WSN 
components) plus its software provide the 
information to create the ‘input image’ of the 
plant. This input image is a snapshot of the plant 
status, which is renewed at specified time 
intervals. The ‘output image’ represents the 
current set of outputs generated by the controller. 
This output image is updated periodically by the 
controller. The job of the output task is to transfer 

the output image to the plant via the output 
devices (fieldbus controllers). The 
communication between the operator and the 
plant is done via the GUI interface designed as a 
management system. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

VII. VALIDATION RESULTS 
 

A. Simulation Results for Offline Identification  
The results of the offline identification were 
obtained using a simulation model built in 
MATLAB.  Figure 13 shows the trained response 
after few epochs while Figure 14 shows the 
trained response after 8000 epochs. Figure 15 
shows the mean squared error (MSE), which 
displays an acceptable value of 0.14. For all these 
tests, the number of inputs of the identifier is 12, 
number of membership functions for the three 
network parameters (w, c, s) is 6, learning rates 
ηw=0.5, ηc=0.5, ηs=0.5, set point=70 oC and dth is 
0.1. To test the robustness of the identifier against 
disturbance, the gain value was changed 0.4 to 
0.2 in order to emulate the disturbance conditions. 
It can be clearly observed from Figure 16 that 
identifier tracked plant output in an efficient and 
fast manner. 

 
Fig.11. Schematic diagram of the control rig of the WSAN 

 
Fig.12. Overall computer control WSAN 
distributed system showing hardware and 

software interface 
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B. Simulation Results for Online Identification 
and Control 

The online forward controller of Figure 10 is 
implemented in another model as a digital control 
algorithm. The forward identifier, which is used 
to estimate the plant sensitivity, will take its 
initial parameters from the final values of the 
offline identification system. All initial values for 
parameters such as: learning rates, number of 
rules, number of membership functions, and 
constants of the dynamic threshold, are chosen by 
trial and error for the online and offline 
identification. Figure 17 shows the trained 
response after few epochs while Figure 18 shows 
the result after 8000 epochs. The mean squared 
error (MSE) during the 8000 training epochs is 
shown in Figure 19. From Figure 19, an average 
value for error approximately equals to 0.6 is 
observed, which is very good and acceptable in 
industrial applications. If a disturbance causes a 
change in the value of the time constant of the 
plant from 130 to 150 seconds, then the response 
after little iterations is shown in Figure 20. After  

 
about 200 epochs it will return to the steady state 
as shown in Figure 21. Hence, it is clear that the 
robustness of this system against disturbance is 
good. 

 
C. Real-Time Offline Identification Results 

 All the information mentioned for simulation 
results are used here but with real time software 
model that receives its data from the PT100 
sensor via the WSN and starts with real-time 
identification. The system is trained with two set 
points: 65o C and 35o C. Figure 22 shows the 
response of the system at the beginning of 
learning while Figure 23 shows the response of 
the system after 100 epochs. The error of this 
system is presented in Figure 24 which is settled 
to an average value of approximately 4. The 
identification system is working well with 
disturbance, e.g. internal disturbance in which a 
power change in the actuator input is done from 
220VAC to 170VAC (by Variac). This 
disturbance is created at time 50 seconds 
continues till 750 seconds.  

 
Fig.13. Response of the offline identification after 

few epochs 

 
Fig.14. Response of the offline identification after 

8000 epochs 

 
Fig.15. MSE of the offline identification after 

8000 epochs 

 
Fig.16. Response of the offline identification after 
200 epochs when some disturbance occurs (K=0.2) 
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Fig.17. Response of the online control system 

after few epochs 

 
Fig.18. Response of the online control system 

after 8000 epochs 

 
Fig.19. MSE of the online control system after 

8000 epochs 

 
Fig.20. Response of the online control system after 
few epochs when some disturbance occurs (τ=150) 

 
Fig.21. Response of the online control system after 
200 epochs when some disturbance occurs (τ=150) 

 
Fig.22. Response of the offline identification 

system at the beginning of learning 

 
Fig.23. Response of the offline identification system 

after 100 epochs from beginning of learning 

 
Fig.24. Error of the offline identification system 

after about 100 epochs 
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The obtained response is shown in Figure 25. 
This curve proves the robustness of the identifier 
against internal disturbance. 
 

D. Real-Time Online Identification and Control 
Results 

 The online forward controller of Figure 10 is 
implemented by a real-time model as a digital 
control algorithm. The real-time system is started 
and after few epochs the obtained response is 
shown in Figure 26. After 100 epochs, the 
obtained response of the system is shown in 
Figure 27. The system is trained with set points of 
65o C and 35o C. The error of this control system 
is shown in Figure 28.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The average value of the error is approximately 5. 
The same internal disturbance done with the 
offline system is repeated here at time of 50 
seconds from beginning. The effect of this 
disturbance is increasing the settling time of the 
system by approximately twice as shown in 
Figure 29. Comparing Figure 27 and Figure 29, 
the settling time is increased from 125 s to 250 s 
and then returns to its steady-state, which proves 
the robustness of the system against disturbance. 
 

E. Real-Time PID Control System Results 
 

  The FNPN intelligent control algorithm is 
replaced by a conventional PID control algorithm 
to make a comparison of results between the two 
controller algorithms. The PID controller is 
designed and empirically fine-tuned to control our 
temperature control system. The obtained tuning 
parameters are: Kp=2.49, Ki=0.000005, Kd=330. 
The obtained response for the wireless PID 
control system is shown in Figure 30. If the same 
disturbance that applied to the intelligent control 
system is again applied to the PID system, the 
effect is increasing the settling time by more than 
500 seconds relative to the disturbed RFNPN 
controller as shown in Figure 31. The settling 
time of the RFNPN system was 125 seconds, 
while for the PID system is approximately 750 s. 
 

F. Real-Time Manual Control Unit Results 
The manual/auto mode is added to our event-
driven software of the wireless control system. 
The adjustment of the controlling value is done 
with pushbuttons one for increasing and the other 
for decreasing. The bumpless transfer and the 
anti-windup are satisfied using the velocity 
algorithm for implementing the fuzzy neural PID 
control algorithm.  

 
Fig.25. Response of the offline identification 

system with internal disturbance done at k=50 sec. 

 
Fig.27. Response of the online wireless RFNPN 

control system after about 100 epochs 

 
Fig.26. Response of the online wireless RFNPN 

control system after few epochs. 

 
Fig.28. Error of the online wireless RFNPN 

control system after about 100 epochs 
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The system is started manually and continued 
until reaching its steady state value as shown in 
Figure 32. At time 500 seconds, the system is 
switched to auto mode. Figure 33 shows the 
response after switching to auto mode. It is clear 
that there is no change in response during or after 
switching, which proves that the velocity 
algorithm has satisfied its major function. The 
same real-time measurement is done for the PID 
control system as shown in Figures 34 and 35. 
The aforementioned real-time results proved that 
the RFNPN technique is applied successfully for 
identification and control of process industrial 
systems especially temperature control. They 
proved a good stability in error, fast training 
convergence, and short settling time as compared 
to the conventional PID systems. The results 

proved that the adaptive RFNPN reaches to the 
steady state faster than PID system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.29. Response of the online wireless RFNPN control 

system with internal disturbance done at k=50 sec. 
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Fig.30. Response of the wireless PID control system  
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Fig.31. Response of the wireless PID control system 

with internal disturbance done at k=50 sec.  

 
Fig.32. Response of the manual mode of the 

RFNPN wireless control system  

 
Fig.33. Response of the RFNPN wireless control 
system immediately after switching from manual 

to automatic mode at time= 500 sec 
 

 
Fig.34. Response of the manual mode of the PID 

wireless control system  
  

 
Fig.35. Response of the PID wireless control 

system immediately after switching from manual 
to automatic mode at time=500 sec. 
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VIII. CONCLUSION 
 

 The development of the DCS systems and the 
concept of networked control results in good 
advantages for the users that are explained in 
detail. Wireless networks have become 
increasingly important in distributed control 
systems because they have many advantages 
explained previously. Control system and 
communication network are designed using 
different principles with tradeoff between 
communication and control performance. A 
related design of the wireless network and 
controller is presented. WSANs are found to 
satisfy the related design of the wireless network 
and controller. Therefore, it has been used for the 
design of DCS systems to get a WDCS. The 
design of the actuation part proved that the CAN 
protocol is a high reliable protocol and therefore 
can be adopted and highly recommended in 
industrial applications. The use of WSN for data 
collection and monitoring reduced the congestion 
on the fieldbus network i.e. the fieldbus has been 
used only for actuation. The paper also developed 
a control algorithm for the closed control loop of 
the WSAN. This control algorithm was based on 
a control structure that built as a fuzzy neural 
petri net algorithm learned with a back-
propagation algorithm. The real-time 
experimental results proved that the RFNPN 
technique is very good for identification and 
control of any process systems especially 
temperature control. The RFNPN proved its 
capability to reduce the number of fired (active) 
rules to two rules only if the error is decreased 
since it increases the dynamic threshold. Also, it 
proved a good stability in error and fast training 
convergence. A manual/auto mode has been 
added to the control system structure with 
bumpless transfer and anti-windup real-time 
features, which are insured by using the velocity 
algorithm method for the PID-like fuzzy neural 
controller. The overall wireless distributed control 
system has been tested with a real water bath 
temperature control to satisfy its effectiveness and 
robustness. 
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