
   

 

 
 
 

 

 

 

 

 

 
 

 
 

Abstract  The electrical consumption in Basra is extremely nonlinear; so forecasting the monthly required of 
electrical consumption in this city is very useful and critical issue.  In this Article an intelligent techniques have been 
proposed to predict the demand of electrical consumption of  Basra city. Intelligent techniques including ANN and 
Neuro-fuzzy structured trained. The result obtained had been compared with conventional  Box-Jenkins  models  
(ARIMA models) as a statistical method used in time series analysis. ARIMA (Autoregressive integrated moving 
average) is one of the statistical models that utilized in time series prediction during the last several decades. Neuro-
Fuzzy Modeling was used to build the prediction system, which give effective in improving the  predict operation 
efficiency. To train the prediction system, a historical data were used. The data representing the monthly electric 
consumption in Basra city during the period from (Jan 2005 to Dec 2011). The data utilized to compare the proposed 
model and the forecasting of demand for the subsequent two years (Jan 2012-Dec 2013). The results give the 
efficiency of proposed methodology and show the good performance of the proposed Neuro-fuzzy method compared 
with the traditional ARIMA method. 
Index Terms- ARIMA models, Artificial neural networks, Box-Jenkins, Neuro-fuzzy.

I.  INTRODUCTION 

 The development in  human population, 
buildings and technology applications result in  
fast increase in the electric demand. So that, 
predicting electric demand is necessary in 
decision-making for the efficient management  of 
electric energy and important in effective energy 
saving [1].  Prediction of electric load is very 
important issue for modern power system 
engineers and a good month  ahead prediction of 
electric load is required for efficient performance 
of various Energy Management System  functions 
such as unit commitment, economic dispatch, fuel 
scheduling, and unit maintenance . Prediction of 
an event requires vague, imperfect and uncertain 
knowledge [2].  

Time series forecasting is an important issue of 
prediction in which past values of the same 
variable are given and analyzed to simulate a 
system model describing the specify relationship. 
The model is then used to predict the time series 
into the future [3]. This model approach is needed 
when little knowledge is available on the 
available data values of the specified process. 
Earlier, forecasting systems models were built 
using rules given manually. When the number of 
inputs increased the rules of the model became 
complicated and forecast operation will  be 
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tedious. In the last  years, many Articles gave 
efforts to develop  the time series forecasting  
models[1-5]. 1TThe1T 1Tprediction1T 1Tusing1T 1Tneural networks1T 
1Tare modern methods1T 1Twhich received 1T 1Twide 
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attention1T 1Tin multiple1T 1Tareas, including 1T 1Tpredict 1T 
1Tprices1T 1Tcurrencies and financial1T 1Tresources1T, 1Tweather 
conditions[6] 1T, 1Tthe flow of water 1T 1Tin1T 1Trivers[7] 1T, 1Tand 
consumption of1T 1Telectrical energy  [1-3] 1T. 1TAnd1T 1Thave 
been widely used1T 1Tbecause they do not 1T 1Tneed to be1T 
1Tstrict and1T 1Tprecise conditions1T 1Tfor the purpose1T of 
1Tpredicting 1T 1Tthe data1T  of 1Tnon-linear 1T 1Tbehavior 1T. 

The Engineering models help to find and build a 
forecasting system model that could adapt the 
increasing number of inputs and generate rules 
accordingly. The speed and accuracy obtained is 
superior to manual prediction models. 
Forecasting a system is done by learning from the 
past data values for which historical data is 
obtained and analyzed to give the  data  values 
results  in the event [5]. 

The main purpose of this Article is to build a 
prediction system to forecast the future 
occurrence of the electric energy demand in Basra 
city. The  theoretical part  gives  the principles of 
the intelligent techniques including  neural 
network , Neuro -Fuzzy model and  the statistical 
ARIMA  model. A fuzzy based approach for 
month ahead prediction of electric demand using  
1Tmodern technologies1T such as  neural network and 
fuzzy logic are utilized in this work. 

The practical part deals with data of  electric 
demand in Basra city. Actual data are taken from 
monthly records of the Basra electric distribution 
management  during the period from (Jan 2005 to 
Dec 2011).  Actual and predicted  monthly 
electric energy demand data of the corresponding 
months are used in the time series analysis . The 
data were used to compare the proposed model of 
data model and the forecasting with demand of 
electricity for two years ahead (Jan 2012-Dec 
2013).The predicted results are compared with 
actual demand data values to measure the 
performance of the  proposed methods. 
 

II.A FUZZY INFERENCE SYSTEM (FIS)               

The FIS has two parts  a knowledge base a 
processing part [6]. The structure of the 

prediction model  based on fuzzy logic is given in 
Fig.1. As shown in that figure , In first stage, the 
crisp numerical variables were the input of the 
FIS system. These variables were changed to 
linguistic variables by passing through a 
fuzzification part which became the fuzzy input 
for the inference engine. The fuzzy input was 
converted to fuzzy output by using the rules of 
the inference engine [6]. 

 

 

 

 

 

 

 

 Fig.1:Fuzzy inference system 

The part of knowledge base gives the 
membership functions (MFs) and fuzzy rules 
which are needed for the process[8].  The 
linguistic values are then transformed by a 
defuzzification part into numerical data that 
became the output of the  FIS system. Several 
models have been utilized to test  the data in  the 
complicated systems to get the  IF- THEN rules 
to fuzzy system [8]. To implement a fuzzy 
system, the experts of human often used  to 
generate the IF-THEN rules to express their 
knowledge.  ANFIS system  model collects the 
neural networks learning abilities with the 

 

linguistic rule of fuzzy logic systems [9]. To 
establish  the optimal definition of the premise 
and consequent part of fuzzy IF-THEN rules the 
ANFIS system performed the knowledge base 
rules by utilizing the capability of  training for 
neural networks, and  then  using the error 
function of the system. The ANFIS model is 
utilized in this article to solve the problem of 
electricity demand forecasting in Basra city. 
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III. ARTIFICIAL NEURAL NETWORK 

There are many types of artificial neural networks 
(ANN). It can use different 2Ttopologies2T and 
learning algorithms. The2T neural network2T models 
is a 2Tcomputational approach2T to simulate the 
2Tbiological neural network2T information and 
simulate the processing that occurs in the brain. 
The main purpose of  ANN is its ability to learn. 
The neural network is able to find the 
relationships between input and output values in 
the  training process [2]. The ability of neural 
networks to predict comes directly from their 
ability to generalize and find the hidden 
relationships between input and output data[3]. 
After training, the network is able to forecast the 
future values of a specified sequence on the basis 
of several history data and any current factors. 
Neural networks are used for simulating a range 
of nonlinear problems [10]. A feed forward 
network with single hidden layer  is the most 
popular used . The ANN models can approximate 
many class of  functions with a high degree of 
accuracy using parallel processing of the data . 
The  following equation indicates the relationship 
between the output (yt) and the inputs (yRt−1R; yRt−2R; 
…;yRt−pR) [12,17]: 

yRtR=wRoR+ ∑ 𝑤𝑗
𝑞
𝑗=1  𝑓 ( 𝑑𝑜𝑗  + ∑ 𝑑𝑖𝑗𝑦𝑡−𝑖

𝑝
𝑖=1 ) + 𝜀𝑡   …(1)

          

 

where  the variables  p and q represent  the 
number of input nodes and the number of hidden 
nodes respectively . w RjR  and d R ij Rare the weights of 
model , with j = 0, 1, 2… , q;   i = 0, 1, 2, … , p; 
In a feed forward neural network model, the data 
values moves forward in one direction , from the 
input nodes, through the hidden nodes and to the 
output nodes. ANN is  trained   using  a simple 
learning algorithm called the delta rule  which  
calculates the error values between  actual output 
and desired output data value, and utilize this to 
make an adjustment to the weights, thus 
implementing a form of gradient descent[10].This 
type of networks implements using multiple 
layers of computational units, interconnected in a 
feed-forward way. Each neuron in one layer has 
directed connections to the neurons of the 

subsequent layer. In many applications the units 
of these networks apply a Gaussians  function as 
an activation function[13,15]. Multi-layers 
network use several techniques of learning,  such 
as back propagation. The back propagation has 
one input layer and one output layer as well as 
one or more hidden layer [12]. To calculate the 
error values the  difference between the  actual 
output  with the values of  target is calculated. 
Then the  error is  fed back in the network  to 
adjust  the weights of each connection  in the 
network therefore  the error values  will  be 
reduced using the algorithm[13] . A non-linear 
optimization method that is called gradient 
descent is utilized . The derivative of the error 
function with respect to the network weights is 
determined, and the weights are then changed 
such that the error decreases [12]. The back 
propagation network implement supervised 
training with a finite number of pattern pairs. 
Each one of these pairs consist of an input pattern 
and a target pattern. The  training process consists 
of  two steps[14]: 

1.Feed forward: each one of the pattern pairs are 
enters and the actual output is computed. 

2.Feed backward: in this step all the weights  are 
adjusted, which presented in the network, 
depending on the difference error between the 
desired and actual output. This operation is 
repeated until the error between desired and 
actual outputs reaches the specified minimum 
value [14].The least mean square error function 
(LMS) is the most widely used in the back 
propagation algorithm to determine the error of 
the network. 

 

IV. ADAPTIVE NEURO FUZZY INFERENCE 
SYSTEM(ANFIS): 

A neuro-fuzzy network is a 2Tfuzzy2T 2Tinference 
system2T in the body of an artificial neural network. 
Depending on the FIS type, there are several 
layers that simulate the processes involved in a 
fuzzy inference like fuzzification, inference, 
aggregation and defuzzification. 
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 Embedding an FIS in a general structure of an 
ANN has the benefit of using available ANN 
training methods to find the parameters of a fuzzy 
system. The Neuro fuzzy hybrid system is a 
learning mechanism that utilizes the training and 
learning neural networks to find parameters of a 
fuzzy system based on the symptoms created by 
the mathematical model[10].  

The  neuro-fuzzy computing provides the system 
identification and interpret ability of fuzzy 
models and adaptive learning capability of neural 
networks in a single system. In the last decade, 
various neuro-fuzzy systems have been developed 
[13]. Among them, adaptive neuro-fuzzy 
inference system (ANFIS) provides a systematic 
and directed approach for model building and 
gives the best possible design parameters in 
minimum time. They have got wide acceptance 
for modeling many real world problems. 

 V. THE MATHEMATICAL MODEL OF 
FORECASTING PROBLEM USING ANFIS  

Let us have n discrete samples x R1R,xR2R ,xR3R ,….x Rn Rat 
successive time points t R1R, t R2R, t R3R,….  t Rn RThen the 
problem of forecasting consists of predicting the 
value  x Rn+kR at some future point of time t Rn+kR 
where k is the duration of the forecast:  

xRn+kR = F (xR1R,xR2 R,xR3R,…..xRnR)       ……(2) 

where F is some unknown function. The ANFIS 
model components is shown in  Fig. 2 [21].   The 
input vector  xi(k) (i=1 …n)  is  entered to the 
network model input  at time k  with output 
values of the model are u(k) . n is the number of 

nodes in the input layer. In first layer the input 
signals transmitted directly to the next layer 
without any computation. The number of nodes is 
equal to the sum of inputs. The outputs  of this 
layer can be expressed as 

yRiRP

(1)
P =xRiRP

(1)
P    ,   i =1,2,….,n. 

In second layer each node  in this layer performs 
the calculation of Gaussian membership function 
MF, so that a  small or  large represents one 
linguistic term. Gaussian MF s  is utilized  as 
shown below [2,18]: 

u P

(2)
PRjR(xRiRP

(1)
P)=exp(−(𝒙𝒊−𝒂𝒊𝒋)𝟐

𝟐𝒃𝒊𝒋𝟐
)  i=1,…n, j=1…J, ..(3) 

where u P

(2)
PRj R is the output signal with respect to the 

i th input pattern variable x RiRP

(1) 
Pin the  j th fuzzy 

rule , aRijR and bRijR are center point and spreading of 
activation function respectively and referred to as 
premise parameters. 

Fig. 2 The structure of neuro-fuzzy inference system where 
G is referred Gaussian  membership function 

In third layer the number of rules equal to the 
number the  of  nodes. The  min AND operator is 
utilized as a fuzzy T-norm operation as shown 
below: 

yRjRP

(3)
P=∏ 𝑢𝑗

(2)
𝑖 (𝑥𝑖

(1))  R….(4)R , Ri =1,2,…4,j 
=1,2,…,16 

where Π represents the min  AND operator. The  
output of this layer represents the firing strength 
of antecedent part for each rule. 
The fourth layer is a consequent layer. The sum 
of the output signals  yRj RP

(3) 
Pis calculated. The firing  

strength was normalized through dividing its 
value by the summation of all the firing strengths 
of all rules as: 

yRjRP

(4) 
P= 𝒚𝒋(𝟑)

∑ 𝒚𝒍(𝟑)𝒏
𝒍=𝟏

 ,      ….(5)    , j=1,2, ….,16 
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The ANFIS proposed system  used a Fuzzy 
Sugeno model, with 4 inputs xRiR,xRi-1 R,xRi-2R,x Ri-3R and 
each input variable was denoted with two 
membership MFs small and large. The  
parameters  of  the  system  are optimized by 
using ANN training, and structure is calculated 
by expert knowledge [2,19].  To get the 
forecasting operation sixteen  fuzzy IF-THEN 
rules are used, which are the same rules as that in 
[2,11] as follows: Rule j 

IF (xRi-3R is BR1 RP

j
P ) AND (xRi-2R is BR2 RP

j
P) AND 

( xRi-1R is BR3 RP

j
P) AND (xRi Ris BR4 RP

j
P)THEN 

  y P

j 
P =nR1RP

j
P x RiR + nR2RP

j
P xRi-1 R + nR3RP

j
P xRi-2R +  

nR4RP

j
P xRi-3 R + nR5RP

j
P , …..(6)      j = 1,2,…16 

where y P

j
P is the  prediction result according to the 

jP

th
P fuzzy rule, B P

j
PRi R is the fuzzy set associated with 

the iRthR input variable in the jP

th
P   fuzzy rule and nRkRP

j 

Pis the parameter with i=1,2,..,4 and k=1,2,..,5. In 
layer five , after a linear combination of the input 
signals, the output of the ANFIS was calculated 
by[17],: 

  y= ∑ 𝑦𝑗
(4)

𝑗 �𝑛1
𝑗𝑥𝑖 + 𝑛2

𝑗𝑥𝑖−1 + 𝑛3
𝑗𝑥𝑖−2 + 𝑛4

𝑗𝑥𝑖−3 +
𝑛5𝑗 ..(7)                             

Where  j=1,2,….,16 and  n R1R, nR2R, n R3R, nR4R ,nR5R are set 
of unknown parameters called consequent 
parameters. The  adjusted parameters in the 
neuro-fuzzy network can be divided  into two 
categories based on the  IF- part( premise part) 
and THEN-part (consequent part) parameters of 
the fuzzy rules [12]. In the premise part the center 
aRij Rand the width bRij R of the Gaussian membership 
functions are to be fine tuned ,where as in the 
consequent part the adjusted parameters are the 
consequent weight cRi R. A gradient descent back 
propagation algorithm is used least mean square 
error function to adjust the parameters of the 
neuro-fuzzy network by using the training 
patterns[12,14]. The main goal of supervised 
learning algorithm is to minimize this error 
function which has the formula[13]: 

E P

P
P(Z)= 1

2
( yP

p
P – yP

d
P) P

2
P and    E(Z) = ∑EP (𝑍)   

Where E is the total error of the ANFIS ,EP

P
P is the 

error in the pattern yP

d
P is the desired output in the 

pattern p , yP

p
P is the actual output in the pattern p 

,p is the patterns number ,Z is the parameter 
vector(aRijR,bRijR,cRijR), i=1,..n. In order to minimize the 
objective function E(Z) ,a neuro fuzzy learning 
algorithm for tuning the parameters aRij R ,bRijR ,cRijR 
which are described as followes [11,13]: 

aRij R(t+1) = aRijR(t ) - kRa
𝜕 𝐸

𝜕aij(t)
     …..(8)  

=aRij R(t) - kRaR [ y(t) – (yRdR(t))*(cRiR(t) – y(t))  

*
𝒚𝒋

∑ 𝒚𝒍𝒏
𝒍=𝟏

 * 
(𝑥𝑗− 𝑎𝑖𝑗(𝑡))

(𝑏𝑖𝑗(𝑡)2)
  ] …..(9) 

 

bRijR(t+1) = bRijR(t ) – kRb
𝜕  𝐸

𝜕bij(t)
   ….(10)  

=bRij R(t) – kRbR [ y(t) – (yRdR(t))*(cRiR(t) – y(t))   

*
𝒚𝒋

∑ 𝒚𝒍𝒏
𝒍=𝟏

 * 
(𝑥𝑗− 𝑎𝑖𝑗(𝑡))

(𝑏𝑖𝑗(𝑡)2)
  ] …(11) 

cRij R(t+1) = cRiR(t ) – kRc
𝜕 𝐸
𝜕ci(t)

     ….(12)  

=cRi R (t) – kRcR [ y(t) – (yRdR(t)) *
𝒚𝒋

∑ 𝒚𝒍𝒏
𝒍=𝟏

   ]….(13) 

Where kRa R , kRbR , kRcR are the learning rates 
parameters take values between [0,…1].  

VI. BOX- JENKINS BACKGROUND  

A-Time Series  

The time series can be defined as a variety of 
observations related with each other, and made 
sequentially in time to represent the manner of 
specific phenomena in  past period of time, so if 
(YRtR ) is a symbol  represents the series then [19]:   

YRt = RyR1R, yR2R, yR3 R, ……..,yRn , 

where R :Rt: time , n: integer number represent the 
length of the time series ,Yi: observations,( i =1, 
2, ……, n). 
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B-Stationary 

Stationary  concept  consider an essential and 
basic  issue in study and analysis any time series, 
as well as it forms  basic depended in building a 
prediction models. So, the time series classify 
depending on the style of the available  data (its  
fluctuation)[20,23]. 

1)Stationary Time Series 

 the time series be stationary if there is constancy  
in its mean and its variance, even  not to be 
oblique to growth or to decrease, and  the mean 
could calculate as in the following equation 
[21,24]: 

        𝑌�= 1
 𝑁
∑ 𝑦𝑡𝑁
𝑡=1 … . (14)                                          

where : t: time, N: length of the time series ,  

YRtR: observation  in t time. While the variance 
calculate in the following equation[24]: 

where   𝑌� :the mean 

2) Non Stationary Time Series 

They are series, which its data be  in   growth or 
decline , or in another words, data of the series 
has  (trends). If the time series is  non-stationary,  
(the Method of Differences) is used to removing 
the non- stationary by taking (d) from the suitable 
differences to the original data. And differences 
take in different degrees to warranty  stationary, 
and almost it turned on to stationary after taking 
the first difference, or the second, or the third[20]. 
If we assumed, the series of observations (YRtR) are 
non-stationary, it could be removing after taking 
the first difference[24]: 

 )16.....()1( 1
1 wwww tttt B −−=−=∇  

 

Or  could be removing after taking the second 
difference[21]: 

 

In general, removing non-stationary will be done 
after the difference (d) as in the following 
equation[20,23]: 

      Where        B :  Backshift operator 
 
∇:  Back Ward Differences Operator 

 
 

)15...()(1 2
1 Yy

N t
N
t

−

=

−
−∑=δ

)17..()()( 22 211 yyy ttt BBB −−− ==∇

 

)18...(yw tt
d =∇

To  distinguish if the Time Series is stationary or  
not  by elicitation the value of the  Auto 
Correlation function , the seasonality could 
determine by drawing the time series and test 
Auto Correlation values for the time periods, if it 
found that Correlations have significant 
differences at constant time periods( represent 
season length), so, the time series is seasonality.   

C- Auto Correlation Function 

the Auto Correlation function consider an 
important criterion to association power between 
the adjacent points in the time series (Yt),through 
which the degree of related between the same 
variable values is determined at periods of time 
and  with a different displacements which 
represent the time lags, which define as: it is the 
value of the displacement betweentwo series that 
are wanted to compared between each other[20]. 
The values of the Auto Correlation function is 
equal (1) when the displacement (K= 0) lag, that 
means there is fully resemblance between the 
measured amount and itself. In the case of series 
is non- stationary autocorrelation function shows 
a deviation from right to left, which means the 
sequential values have correlation to each other, 
and it goes close to (zero) in case of stationary, 
and auto correlation function for maximum 
displacement expressed with the following 
equation[21],[22]:                  

 
115

Vol. 11| Issue 1 | June 2015 Khadeega Abd Al-zahra



 

where γ RkR: variable variation value, γR0R:  variable 
dissimilarity value. The Auto correlation 
Function is considered an important criterion 
within time series analysis because it benefit the 
researcher  at several things as[21]: 
1- Give an important information about the 
basic style of the time series. 
2- The stationary of the series could be 
determined through its values. 
3- It is used to determine if the chosen 
symbol is suitable to predicate or not, and that by 
testing  the random of the predicative errors . 
4- Predicative(Forecasting). 

VII. BOX - JENKINS METHOD  

ARIMA  (Auto Regressive Integrated Moving 
Average) considers one of the best efficient ways 
for alteration with different types of the time 
series that contain of different styles in the same 
time whether it stationary or not, seasonality or 
not[21]. Box – Jenkins method depends non- 
specific group of symbols  and with different 
degrees, and that according to the characteristic of 
time series ( trends, seasonality , random, 
periodical).  The work with Box – Jenkins 
method  includes four stages which are[22]: 

1. Model Identification . 

2. Parameters Estimation. 

3. Diagnostic Checking. 

4. Forecasting(Predictive). 

 After testing the Box-Jenkins’s symbols of the 
study data  appear that the symbol which gave a 
close result to the original data style is 
Multiplicative Seasonal Model, and that because 
the study data contain both properties( trends, 
seasonality) furthermore, exist some random 
fluctuation [19]. This model uses for the time 
series have autocorrelation values  non – zero, 

after taking the difference (d) for time period (12) 
represent seasonal value. The  model writes as the 
following formula[20,21]: 

∅𝑃(𝐵)ϕ𝑃(𝐵𝑆)∇𝑑∇𝐷𝑠 𝑌𝑡 =
Ө𝑞(𝐵)𝛩𝑄(𝐵𝑠)𝑎𝑡. . (20) 

)19...(
),cov(

0
2 γ

γ
δ

k

y

yy
P ktt

k == +

  And writes as the following formula[21]: 

∅𝑃(𝐵)ϕ𝑃(𝐵𝑆)𝑤𝑡 = Ө𝑞(𝐵)𝛩𝑄(𝐵𝑠)𝑎𝑡. . (21) 

And that model symbolizes with ARIMA (p , d , 
q ) x( P , D , Q )RsR ,Where  p: represent order of 
the non-seasonal linear regressive part, q: 
represent order of the non-seasonal moving 
average part, d: represent order of the non-
seasonal first difference involved part, φRpR(B): 
represent the non-seasonal autoregressive 
coefficient. ϕ𝑝(𝐵𝑠): represent the seasonal 
autoregressive coefficient, Ө𝑞(𝐵): represent the 
non-seasonal moving averages coefficient, ΘRQR 
(BP

s
P): represent the seasonal moving averages 

coefficient, P: represent order of the seasonal 
linear regressive part, Q: represent order of the 
seasonal moving averages part, D: represent order 
of the seasonal difference part. 

VIII. THE DEPENDABLE STATISTICAL 
STANDARDS TO TEST FORECASTING MODEL  

A. Mean Square Error(MSE) 
The estimated model is tested in which sum of 
squares  error   (SSE) , or average of sum of 
squares error(MSE) which has the less possible 
quantity . And it can be calculated in the 
following equation[24,25]: 

    Where: t: time, k: number of estimated models, 
e: error value , n: number of observations. 

)22......(1
2

kn
eMSE

n
t t

−
∑= =

B. The  Test of Coefficient Limits 

 Coefficient Limits test is one of the statistical 
tools which utilized  to test the estimated model, 
by using the autocorrelation of errors(residual) 
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followed by  the normal distribution with mean 
equal to zero and variance (1/n) and independent 
of each other.  
On this basis, the upper and the lower limits  of 
the autocorrelation is estimated  with the 
possibility of 95% as the following[22]: 

- 1.96 (1/√𝑛)  <  ( PRkR  eRtR ) <  +1.96 96 
(1/√𝑛)..(23)

   

Where: PRkR: auto correlation function coefficient.
     eRtR : the errors(residual) ,n: number of 

observations. So, if the values of PRk R e RtR are within 
trust limits[22] with possibility 95%, that means 
the errors(residual) are random and thus the 
stipulated model is suitable and efficient.

 

C. Test Q for (Box & Pierce) 

This criterion uses to measure  random value of  
residuals of the estimated model and with free 
degrees (k-p-q), and at significant level (5%), so , 
if the calculated value for Q less than classified 
value, that point torandom errors  . And Q 
calculated by the following equation[23]: 

  Where the variables  p, eRt Rdenoted  the  auto 
correlation coefficients for errors of estimated 
model, p   : order of the auto regressive, q   : order 
of the moving averages, n   : number of 
observation for time series under study, d   : degree 
of differences , k = 1,2,3,…n/4 it represents the 
maximum displacement. 

D.  T- Test 

This criterion uses to knowing the range of the 
random errors value of the estimated model, and 
that through test range of differences significance 
between the real and predictive values of the time 
series [23].  

If T value is not significant at the confidence 
level(5%) that means the estimated model can be 
able to omit all existing styles of data, and what 
actually remains is random errors and vice versa. 
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And T calculate as in  the following 
equation[23,24]: 

                                                   

where: x: represent mean of the symbol, μ   : mean 
of society, δP

2
P   : variance, n   : volume symbol, 

E. The coefficient of determination: RP

2 

One of the most important statistical criteria 
which reliance in test the estimated model is  R2, 
and through which was known the identification 
range of the estimated model with the original 
data. And it calculate  as in the following 
equation[24]: 

Where: n: number of observations, t: time,  

YP

^
P: the predicative values, Y: the actual values.  

IX. SIMULATION AND EXPERIMENTAL RESULTS 

In the last years a variety of intelligent  
techniques have being used to forecast the future 
demand accurately for electric energy 
consumption. In this Article three different 
predicting models is utilized such as ARIMA 
statistical method and an intelligent techniques 
such as ANN and ANFIS to build a forecasting 
system model for electric energy in Basra city. 
The statistical data were obtained from electrical 
distribution  management  in Basra city  for the 
period of 2005-2013. The neuro-fuzzy structure 
and its learning algorithm is used to build a 
forecast model. In the Article  the 3 input  history 
data points are used x(t-3) x(t-2) x(t-1) x(t) for 
forecast  monthly model. It includes 4 input and 
one output neuron. The 12 neurons are used in the 
hidden  layer . A Gaussian membership functions 

)26...(
1

2
1

2^

2

∑
∑

=

== n
t

n
t

Y
YR

)25......(
/2 n

xT
δ

µ−
=

 
117

Vol. 11| Issue 1 | June 2015 Khadeega Abd Al-zahra



 
is utilized in the second layer of system for each 
input signal. 

A.ARIMA forecasting model results :      
                   The work of Time Series  Analysis including four 

stages for ARIMA analysis to predict  the electric 
demand which are as follows:  

1) First Stage: Time Series  Analysis and Diagnosis the 
suitable symbol         :

                                                      Plot the time series of electrical consumption  
values for the period 2005-2011 as shown in Fig. 
(3) . The Fig. indicates that the electricity demand 
has high order nonlinearity and the time series 
has trends clearly, it turns to be high and that 
means the series is non-stationary, so the 
difference should be taken and the value of (d) 
should determine according to equations ( 19-24) 
, and the series be  stationary after the first 
difference (when d=1). As appears in Fig. (4) 
which represents autocorrelation functions for 
study data , also it appears the series is non 
stationary.

 

 

Figure (3) monthly Time series for the average of electrical 
consumption for period (2005-2011)   in Basra governorate 

 

 

 

 

2)Second stage: Estimate the Parameters and determine the 
order of the symbol: 

1. calculate the value of the autocorrelation 
functions of the stationary time series to 
determine the degree of each autoregressive(p) 
and moving average(q)  which its values close to 
zero, which means, the predicative model that 
proposed is ARIMA type. Numbers of parameters 
of autocorrelation sometimes are inadequate to 
get an accurate estimation, so that requires 
number of attempts( for trial) to select the degree 
of each p &q.  
The repeated experience has shown that the 
appropriate model to predicate is multiplicative 
seasonal model of degree ARIMA(2,1,2)(2,1,2)R12. 

3)Third stage: Examining the Estimated Model : 

1- Dependence a group of statistical criteria 
to identify best order for the estimated model 
which are(MSE, T – test, coefficient limits test, 
Test Q, The coefficient of determination R2). 

 

Figure (4)Autocorrelation function of 
monthly time series(2005-2011) in  Basra 
governorate 
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schedule below shows the estimated model's  
degree with the statistical criteria dependable for 
test.  

 

 

 

 

 

Table. I  Statistical criteria. dependence 

 

                     statistical criteria dependence 

Q T- test RP

2 

5 0.47 0.822 

suggested model order 

ARIMA(2,1,2)(2,1,2)R12 

Fig. (5) Autocorrelation functions for    
residual of the estimated model of 
electrical consumption quantity for the 
period(2005-2011) 

 

 

estimated model, in the Fig.( 5) that appears all 
the residual are not exceed  the highest and the 
lowest  coefficient limits test, and that means the 
residual contained in the model is random 
residual has no obvious effect on the predictive 
values of the suggested model to predict. 

 

4) Fourth Stage :Predictive operation 

This stage represents the last step, as the 
estimated model uses after its test  to find 
predictive  values where is calculated according 
to the estimated model as the best model. As it 
has been calculated the first  predictive value , i.e. 
for year 2012, then it is used to predict the 
following value ,i.e. for year 2013. After achieved 
the four stages to test the estimated model to 
forecast and generate the required forecasting  
values, it was found that there is a general trend 
towards the rising of the actual and the predictive 
values with a magnitude of change equal to 
162.0833.Table. I  shows the  statistical criteria 
dependence such as RP

2 
P,T-TEST and Q for the 

estimated model . Fig. (6)  shows the predictive 
and actual values according to the suggested  
ARIMA model. 

b. Neural network experiment results: 

The neural networks have a flexible nonlinear 
modeling capability.  ANN is used in building the 
predicting  model for electric consumption of 
Basra city. A two layers of feed forward neural 
network  have been used .  Hidden layer with 12 
neuron have been selected . the inputs to ANN are 
the previous three months electrical consumption. 
Data from 2005 to 2011 have been used to train 
our network, while the available data for 2012 
and 2013 was used to test the network. Data have 
been scaled to unity. 
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Fig.(6) Actual and predictive values for electrical 
consumption for period (2012-2013) in Basra governorate 

using ARIMA forecasting  model 

The data-driven approach is suitable  model for a 
different data sets. The mean squared error (MSE) 
, the root mean square error (RMSE) and mean 
absolute error MAE are selected to be the 
forecasting accuracy measures and used as an 
indications for network efficiency[25]: 
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The error  e=CRiR-NRi , R where, CRi R and NRiR are the 
actual and the predicted values respectively. 
Fig.(7) shows the actual and predicted data for the 
test data (2012 and 2013) using ANN model .The 
number of epochs  is 8000 epoch. 

 

 

 

 

 

 

 

c.  The ANFIS  experiments results: 

ANFIS is utilized for building the   forecasting 
system model depends on the history data values 
The ANFIS system is used to reduce the 
searching  space and time for achieving optimal 
solution, the combination of neural networks with 
fuzzy knowledge base is implemented for 
electricity consumption prediction. A Back 
Propagation, gradient descent learning algorithms 
are used in this article as a training algorithms to 
get a suitable architecture of neural network  for 
training the ANFIS structure and to adjust the 
parameters of learning algorithm from a given set 
of input and output data, Gaussian MFs have been 
used where two MFs for each input was selected. 
The network has two rules. Here, also data from 
2005 to 2011 have been used to train the network 
, while data of 2012 and 2013 was used to test the 
efficiency of the trained network. Before training, 
the train set of data has been scaled by 
multiplying it by 1.5 to generate a network which 
can deal with inputs having values greater than 
the maximum vales of the training set. 
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Fig. (7) Actual and predictive 
values for electrical consumption 
using ANN  model  
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 Fig.8 shows the actual and the predicted results. 
The results showed that ANFIS provides better 
training error results than other two methods and 
less number of epoches. The training is carried 
out for 2000 epochs. In the result of training the 
values of parameters of  neuro-fuzzy system were 
found. The result of simulation of neuro-fuzzy 
prediction model is compared with result of 
simulation of prediction model based on neural 
network. To get the performance of neural and 
neuro-fuzzy forecasting systems the MSE ,RMSE 
and MAE values of errors between forecast and 
actual output is given in table II. As shown from 
the table the error performance of neuro-fuzzy 
prediction is better compared with  nural model 
and ARIMA model .  The result obtained from 
the simulation satisfies the efficiency of 
application of neuro-fuzzy technology in building 
forecasting model of electric energy demand as 
shown in Fig.8. 

 

Fig.(8)  Actual and predictive values for electrical     
consumption using ANFIS model   

Conclusions: 
    Energy strategy is necessary for  countries 
development. The energy demand  increased 
when  the economy of these countries is grown. 
Energy management  should improve new 
strategies for responding this growing  of energy 
consumption. The accurate forecasting of the 
future energy demand are useful for developing 
such strategies. In this work a comparative study 
is implemented  between traditional  statistical 
model such as ARIMA model and modern 
intelligent techniques such as ANN and ANFIS 
models in which predictions of the future values 
are depends  on past history data. The research 
deals with using seasonal time series models to 
study and analysis the monthly data on 
consumption of electricity in Basra city for the 
period (2005-2011) , these models are different 
with high accuracy and flexible in analysis  of  
the time series . 
The results of application indicated  that the 
suitable and efficiency model for representing 
time series data are the seasonal model of order  
ARIMA(2,1,2)(2,1,2)R12R. According to forecast 
results of this model we got  
the forecasting to monthly consumption of 
electric energy for future data of two years a head 
from the period January 2012 to December 2013 , 
these  results showed a harmonic direction with 
the same actual  data values of the time series. 
The Arima model is implemented via Minitab  
system program while ANFIS and neural network 
models are built using Mat lap program tools for  
training the  proposed system  model. The one-
step-ahead forecasting is considered.  
The mean squared error (MSE) , the root mean 
square error (RMSE) and mean absolute error 
MAE are selected to be the forecasting accuracy 
measures. Table II gives the error values of  
forecasting results. The different approaches for  
modeling the  time series of electrical demand 
give good results and the 1Tmodels1T approach 1Tmade 
a good1T 1Tforecasting values1T 1Tfollowed1T 1Tthe behavior 
of1T 1Tthe original time series1T 1Tfor the months1T 1Tof the 
years 20121T 1Tand 2013, 1T 1Tthe prediction values1T 1Tof 
these models1T 1Tconverge to the values of1T 1Tthe 
original series1T .  
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The degree of changes in the time series and 
especially random changes, directly affects the 
results obtained using the methods under study, 
The rapidly changes in the time series models 
reduces the efficiency of Box - Jenkins compared 
with  artificial intelligent techniques.  
1TNeural network1T and ANFIS models 1Tare directly 1T 
1Taffected by1T 1Tthe size of1T 1Tthe available data1T 1Tand1T 1Tthe 
length of1T 1Tthe time series. 1T 1Twhenever 1T 1Ta sufficient 1T 
1Tdata size is available1T 1Tso that each1T 1Tchange1T 1Tin the 
time series leads to increase the1T 1Tlearning1T 1Tdegree 
of the intelligent techniques ,and then1T 1Tincreased 1T 
1Tthe efficiency of1T 1Tthe network1T 1Tmodels1T 1Tto predict 1T. 
And 1Twhenever 1T 1Tforecasting 1T 1Tperiod1T 1Tincreased 1T 1Tin the 
future,1T 1Tthe results of the1T 1Tnetworks1T 1Tis more 
accurate than1T 1Tthe results of1T 1TBox1T 1T- 1T 1TJenkins1T, through 
the 1Tprediction1T 1Tresults1T 1Tobtained from1T 1Tthese models1T. 8T 
We discussed the results of a comparative study 
of the performance of neuro fuzzy,  neural 

Table. II A comparative error results 

 

Statistical parameters of 
error 

Box-Jenkins 
model 

 

ANN 
model 

 

ANFIS 
model 
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0.31604 

 

0.301 

 

0.2491 

 

networks and traditional   ARIMA method  in 
forecasting time series.  
8TOur work demonstrates that for time series used 
ANFIS  gets a good error performance compared 
with  neural networks and the Box-Jenkins 
model. 8T The obtained result from the simulation 
satisfies the efficiency of application of neuro-
fuzzy technology in constructing prediction 
model of electricity consumption. 

 

REFERENCES 

 [1] Ahmad, M.Y., Hassan ,M.P. , Abdullah, H.A. Rahman, 
F., “ A review on applications of ANN and SVM for 
building electrical energy consumption forecasting 
”,Renewable and Sustainable Energy Reviews, Malaysia, 
vol. 33, pp. 268-279,May 2014. 

[2] Rahib Abiyev, Vasif H. Abiyev, Cemal  Ardil,“ 
Electricity Consumption Prediction Model using Neuro-
Fuzzy System “,World Academy of Science, Engineering 
and Technology  vol,8 ,pp. 620-624,2007. 

[3] G. Peter Zhang, "Time series forecasting using a hybrid 
ARIMA and neural network model", Neuro computing ,no. 
50, pp.159 – 175, 2003. 

 [4] Gamze Oğcu, Omer F. Demirel, Selim Zaim,“ 
Forecasting Electricity Consumption with Neural Networks 
and Support Vector Regression” ,Procedia - Social and 
Behavioral Sciences, vol. 58, no. 12, pp. 1576–
1585,October, 2012. 

[5] 2TSineglazov, Victor;  Chumachenko, Elena; Gorbatyuk, 
Vladyslav2T, ”An algorithm for solving the problem of 
forecasting”, 2TAviation 2T , Academic Magn., Vilnius 
Gediminas technical University, 2TMar 1, 20132T. 

 [6] Pankaj Kumar, "Minimum Weekly Temperature 
Forecasting using ANFIS", Computer Engineering and 
Intelligent Systems , VCSG College of Horticulture, 
GBPUA&T, Pantnagar, Uttarak  hand  ,vol 3, No.5, 2012. 

[7] Kumar, D. Negesh , Raju , K. Srinivasa and Sathish , T.  
"River Flow Forecasting using Recurrent neural Networks", 
Water Resources Management 18,pp.1431-161,2004. 

 [8] Vaidehi .V ,Monica .S , Mohamed Sheik Safeer .S, 
Deepika .M, Sangeetha .S, "A prediction system based on 
Fuzzy Logic", Proceedings of the World Congress on 
Engineering and Computer Science, 2008. 

 
122

Vol. 11| Issue 1 | June 2015 Khadeega Abd Al-zahra



[9] Yue Wu ,Biaobiao Zhang ,Jiabin Lu Yue Wu “Fuzzy 
Logic and Neuro-fuzzy Systems: A Systematic 
Introduction”, Faculty of Electromechanical Engineering,  
International Journal of Artificial Intelligence and Expert 
Systems (IJAE), pp47-80, vol. 2 : Issue (2) , 2011.  

[10] Imianvan Anthony Agboizebeta , Obi Jonathan 
Chukwuyeni ,“Cognitive Neuro-Fuzzy Expert System for 
Hypotension Control”, Computer Engineering and 
Intelligent Systems , ,vol 3, No.6, pp21-31,2012. 

 [11] Pradeep Kumar, Sudhir Kumar Sharma ,Sidheshwar 
Prasad, "Detection of Fetal Electrocardiogram from 
Multivariate Abdominal Recordings by using Wavelets and 
Neuro-Fuzzy systems", Computer Engineering and 
Intelligent Systems , vol.5, No.4, 2014. 

 [12] C. Loganathan ,K.V.Girija, "Hybrid Learning for 
Adaptive Neuro Fuzzy Inference System " ,International 
Journal Of Engineering And Science vol.2, Issue 11  , pp. 
06-13, April 2013. 

[13] R. S. Khaudeyer, "Hybrid Approaches: Neuro-Fuzzy 
and Geno-Neuro-Fuzzy Hybrid Systems for Solving Some 
Classification and Functions Approximation Problems", 
Ph.D. Thesis, Department of Computer Science ,University 
of Basrah, 2003. 

[14] E.S.Jabber, ”Neuro Fuzzy System for Function 
Approximation”, M.Sc. Thesis, Department of computer 
science ,University of Basrah, 2004. 

[15] Mohsen, H.; Yazdan, S. ,”Artificial Neural Network 
Approach for short term Load Forecasting for Llam 
Region”, Engineering and Technology vol.28,pp. 280-284 , 
October 2008.  

[16]. A. Abraham and Baikunth Nath, “ Hybrid Intelligent 
Systems: A Review of a decade of Research”, School of 
Computing and Information Technology, Faculty of 
Information Technology, Monash University, Australia, 
Technical Report Series, pp. 1-55, 2000. 

 [17] Yue Wu, Biaobiao Zhang, Jiabin Lu & K. L. Du,"  
Fuzzy Logic and Neuro-fuzzy Systems: A Systematic 
Introduction", International Journal of Artificial Intelligence 
and Expert Systems (IJAE), vol 2, Issue 2,pp.47-80, 2011. 

[18] Pankaj Kumar, ”Minimum Weekly Temperature 
Forecasting using ANFIS”, Computer Engineering and 
Intelligent Systems , vol 3, No.5, pp.1-6,  2012. 

 [19]  W.T. Dent and J.A. Swanson, ‘’Forecasting with 
Limited Information : ARIMA Models of the Trailer on 
flactor Transportation Market’’, Jasa, Journal of the 
America Statistical Association , Jun , vol 73. No. 326, pp. 
295-298, June, 1978. 

[20] Box, G.E.P. and Jenkins, G.M., “Time Series analysis 
Forecasting and Control’’ . San Francisco, Holden Day , pp.  
300-320, 1976  . 

[21]  A.C. Harrvy, ’’Time series models’’, Philip Allan, 
Britain, pp. 1-15, 1981. 

[22] K,H,Abd Al-Zahra, “Computerized System For 
Forecasting of Temperature & Rain in Iraq”, A thesis in 
Msc. Degree , College of Science , University of Basra , pp. 
29-31,. 2003   

[23] Neville Davies and Joseph D. Petruccelli , ‘’On the use 
of the general Partial Auto correlation function for order 
Determination in ARIMA (p,q) Processes’’ , Jasa journal of 
the America Statistical Association , vol.79. No.386 , pp. 
374-377,June,1984. 

[24] Robert S. Pindyck, D.L. Rubinfeld , ‘’Econometric 
Models and Economic Forecasts ‘’, U.S.A McGraw-Hill, 
1976.   

[25] Liu , Lon-Mu," Time Series Analysis and Forecasting 
"University of Illionis at Chicago ,Copyright Scientific 
Computing Associates Corp. ,U.S.A ,2006. 

 

 

 
123

Vol. 11| Issue 1 | June 2015 Khadeega Abd Al-zahra


	Abstract  The electrical consumption in Basra is extremely nonlinear; so forecasting the monthly required of electrical consumption in this city is very useful and critical issue.  In this Article an intelligent techniques have been proposed to predic...



